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ABSTRACT
A growing body of research has examined the privacy concerns
and behaviors of older adults, often within specific contexts. It re-
mains unclear to what extent older adults’ privacy concerns and
behaviors vary across contexts and whether old age is the primary
factor influencing privacy vulnerabilities. To address this gap, we
conducted semi-structured interviews with 43 older adults (aged
65 to 89) in the United States. Our interviews were grounded in
five scenarios: account and device sharing, healthcare, online ad-
vertising, social networking, and cybercrime. Our cross-contextual
analysis showed that cybercrime was a recurring and pressing con-
cern across scenarios; privacy concerns and protective behaviors
were rarely mentioned in the healthcare scenario. Across all sce-
narios, participants’ threat models and strategies revolved around
data collection rather than other stages in which privacy harms
may occur; they employed various active strategies to safeguard
their privacy while trusting service providers to protect their infor-
mation. Our findings underscore the need to revisit the discussion
around privacy vulnerability and aging. Vulnerability levels among
our participants varied widely and were often influenced by factors
beyond age, such as tech savviness and income. We discuss oppor-
tunities for privacy interventions, technologies, and education that
promote positive aging and recognize diversity among older adults.
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1 INTRODUCTION
Older adults are increasingly adopting digital technologies and en-
gaging in online activities [9], which introduce privacy and security
threats. Prior research has positioned older adults as a vulnerable
group [49, 55, 98, 153], susceptible to privacy violations that dis-
proportionately affect their safety and well-being [89]. For exam-
ple, older adults with declining health conditions may need health
monitoring technologies for independent living while accepting
continuous surveillance [37, 138]. Older adults with limited digital
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skills may resist tech use [49], limiting learning opportunities for
privacy management and self-protection [24]. Caregivers and fam-
ily members, despite good intentions, may engage in paternalistic
“care surveillance” that impacts older adults’ agency [18, 93, 94, 98].

People’s privacy behavior is known to be context-dependent [2],
with “context” referring to “various spheres of life [...] or conven-
tional routines” according to the theory of contextual integrity [103].
Despite growing privacy research on older adults, most prior studies
have explored the topic broadly [49, 52, 113] without making com-
parisons across different contexts. Some studies have delved into a
specific context such as social media [111] or healthcare [15, 43, 67].
To address this gap, we employed a cross-contextual approach to
assess the extent to which older adults’ privacy concerns and be-
haviors are influenced by context. Specifically, we conducted a
qualitative study with 43 older adults (aged 65 to 89) in the United
States to explore their privacy concerns, behaviors, and vulnerabil-
ities across five interview scenarios: account and device sharing,
healthcare, online advertising, social networking, and cybercrime.

Our findings show that across all five scenarios, participants
expressed concerns about falling victim to cybercrime (such as
scams and fraudulent charges) consistently and often unprompted;
they perceived themselves as more vulnerable to cybercrime than
younger counterparts, a distinction that was rarely noted in other
scenarios. In contrast, participants were rarely concerned about
their health information within the healthcare scenario, priori-
tizing quality of care and health insurance over privacy. While
prior work [49] has characterized older adults’ threat models along
Solove’s four dimensions of privacy harm (data collection, pro-
cessing, dissemination, and invasion) [128], our participants’ con-
cerns and protective behaviors across all scenarios primarily cen-
tered on data collection. Unlike prior work that highlighted older
adults’ reliance on passive mitigation strategies [49], our partic-
ipants employed various active strategies (e.g., configuring pri-
vacy/authentication settings and selectively disclosing sensitive
information) while trusting service providers to protect and uphold
their privacy.

A key implication of our findings is that we need to expand
the current discourse around privacy vulnerability. Our findings
challenge the notion of older adults as a whole being a vulnerable
group. Our participants believed that older and younger adults
were equally at risk for most scenarios (except for cybercrime),
and our analysis showed the actual vulnerability varied greatly
among individuals—those with lower tech usage, digital literacy,
and income experienced more concrete privacy harms. Some tech-
savvy participants acted as guardians of their communities for
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privacy protection, contradicting prior deficit-based narratives in
characterizing older adults [49, 51, 135, 158, 164]. Our research
provides empirical support for Anaraky and Knijnenburg’s position
paper that attributing privacy vulnerability solely to old age is
an oversimplification [53]. We conclude with recommendations
for designing privacy-protective interventions, technologies, and
education that attend to the more positive aspects of the aging
experience [74].

2 RELATEDWORK
2.1 Privacy Vulnerability and Aging
Vulnerability is a key concept in HCI and human-centered privacy
research, highlighting how technical systems can perpetuate so-
ciopolitical and historical injustices [124]. However, the term has
faced criticism for being disempowering and promoting stigmatiza-
tion, especially in accessibility research [80]. In privacy research,
older adults have been labeled as a vulnerable group [89, 121, 153].
The labeling is sometimes reinforced by deficit-based narratives
in prior studies: older adults are “more susceptible to fraud” [51],
“express lower concerns about information privacy” [158], or are
“particularly vulnerable to certain risks and experience difficulties
in mitigating them” [49] compared to younger adults or the general
population. However, some scholars advocate for moving beyond
age-related limitations and instead focusing on the wisdom and
unique perspectives of older adults [74]; other scholars suggest
the importance of disentangling age from other factors that may
influence one’s vulnerability [53].

One of these factors is health, as aging can lead to changes to
one’s sensory, physical and cognitive functioning [70, 159]. Older
adults with (mild) cognitive impairments may struggle to recog-
nize scams or fully consider the implications of sharing personal
information [94]. Chronic disabling conditions may necessitate the
use of health monitoring technologies to remain physically inde-
pendent [50], and the adoption of such technologies introduces
concerns about privacy and ethics [110]. Declining health con-
ditions can amplify one’s dependence on others such as family
members, neighbors, and professional caregivers to oversee their
privacy and tech use [49, 93, 94], leading to “care surveillance” [43].
In fact, fraud by a family member is a common form of elder fi-
nancial abuse [65]. Even when caregivers initiate monitoring with
good intentions, heavy-handed stewardship can limit older adults’
agency and hinder their learning of digital threats and respective
self-protection skills [98].

Digital literacy is another critical factor that should be separated
from age.While younger and older adults may differ in their technol-
ogy use, older adults are adopting new technologies [45] and engag-
ing in various online activities [21, 22], making it important to exam-
ine their privacy behaviors across contexts. However, non-adoption
of technology among older adults may occur due to cost consid-
erations [36], inappropriate design [49], limited self-efficacy [6],
low interest [32], and fears driven by ageist stereotypes [85]. Low
levels of tech usage and digital literacy can subsequently limit one’s
privacy self-protection [24, 81, 139]. Our findings contribute to a
growing body of research emphasizing the heterogeneity in older
adults’ tech use [61, 133] and how tech-savvy older adults often act
as influencers and guardians of their peers [22, 75, 101, 102].

2.2 Older Adults’ Concerns and Behaviors
We organize our literature review in line with the five scenarios
explored in our interviews; below we note how our findings add to
the existing literature for each scenario. We also examine prior re-
search on age-based differences in privacy concerns and behaviors,
as it relates to our findings around privacy vulnerability.

Account and device sharing. Sharing digital accounts and devices
is a well-documented practice [154], observed among romantic
partners [105] and in workplace settings [152]. Several studies
highlight that older adults—especially those less tech-savvy [49],
with physical or cognitive impairments [94], or living in collec-
tivist cultures [98]—often give household members or professional
caregivers access to their personal accounts and devices, and this
practice could introduce tensions around privacy and autonomy.

Older adults may also share account/device access as a way of
preparing for their digital legacy to be passed on to family members
and friends after their passing. This practice of preparing digital
data for death, however, has mostly been explored among younger
populations [30, 57]. We studied account and device sharing by
older adults considering they will need to face the prospect of death
but may experience anxiety and uncertainty in planning [167]. We
also included questions about public and second-hand devices to
compare with Frik et al.’s study [49], in which older adult partici-
pants exhibited limited risk awareness and concerns in these cases.

Healthcare. Prior research has shown that older adults often find
health monitoring technologies intrusive and constraining [43, 82],
but tend to accept these technologies as an inevitable trade-off for
safety, care, and aging in place [15, 71, 83]. Older adults generally
express comfort with their health data being shared with doctors,
caregivers, and family members but not with unknown parties [15,
19, 158], and they prefer data collection and sharing to occur only
when necessary, such as in emergency situations [99].

We conducted our interviews during the COVID-19 pandemic.
Beyond the direct health risks posed by COVID-19, the fear, stress,
and loneliness from social isolation during the pandemic further af-
fected older adults’ health and well-being [108]. Our study provides
updated insights into older adults’ privacy concerns and behaviors
related to healthcare, shaped by the COVID-19 pandemic. We also
examined older adults’ privacy considerations when using patient
portals, a topic that has been studied [76, 119] but rarely with a
specific focus on privacy.

Online advertising. Online advertising often targets individuals
based on their online activities, personal information, and inferred
interests [166]. Due to the complex and opaque nature of ad track-
ing practices [166], most consumers have limited knowledge re-
garding the extent to which advertisers can access their personal
data [54, 58]. Consumers may also hold misconceptions [1, 162]
such as conflating online tracking with malware [92]. While some
people find targeted ads useful and relevant [144], others find them
intrusive and discomforting [10, 44, 63]. Recent work has also in-
vestigated user perceptions of problematic, untrustworthy, or dis-
tasteful ads [165].

Notably, most studies in this area have centered on general adult
or younger populations. Limited prior work involving older adults
has indicated that they exhibit higher engagement with certain
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types of advertising such as social video ads [86] while being skep-
tical about social media-based advertising [25], and older adults
are especially likely to be shown problematic advertising (such
as scams or clickbait) on Facebook [5]. We addressed this gap by
exploring privacy issues of online advertising with older adults in
depth, particularly with regard to their mental models and attitudes
toward age-based advertising.

Social networking. Social media use among U.S. older adults con-
tinues to grow, but older adults still have lower usage than younger
groups [45]. Privacy concerns can deter older adults from using
social media, particularly when these concerns outweigh potential
social benefits [73, 84, 100, 111, 150]. Some studies have found differ-
ences between older and younger adults [73, 84, 146]: older adults
are more concerned about who can access their information [111],
while younger generations, especially teens, are more concerned
about context collapse or self-representation [35, 72].

Zoom and other videoconferencing tools also gained popularity
during the COVID-19 pandemic formaintaining social contact [137].
Prior work on younger users’ privacy attitudes toward remote
communications has found that users lack autonomy in choosing
conferencing tools and microphone/webcam use [41]. We examined
older adults’ privacy considerations towards videoconferencing
tools and compared them to pre-pandemic findings on other social
networking sites like Facebook, given the pandemic’s impact on
people’s social behaviors [13].

Cybercrime. Bossler and Berenblum define cybercrime as “com-
puter assisted crime” across four categories: cyber-trespass (e.g.,
unauthorized system access), cyber-theft (e.g., identity theft and
online fraud), cyber-obscenity (e.g., child pornography), and cyber-
violence (e.g., cyberstalking); they also note a lack of standardized le-
gal definitions in this field [20]. Mainstreammedia often depict older
adults as vulnerable to cybercrime, especially cyber-theft [46, 120].
However, findings from academic literature are mixed. Simons et al.
find that older adults are disproportionately victimized by certain
types of fraud, such as tech-support scams and impersonation [125].
Ross et al. argue that there is no compelling evidence of higher con-
sumer fraud rates among older adults [118]. Several studies suggest
that susceptibility to scams or phishing attacks can be influenced
by other factors such as income [149] and gender [104].

Studieswith older adults highlight thatmedia portrayals heighten
their anxiety about spam emails and scam calls [113]. Being de-
frauded impacts older adults’ health and well-being irrespective of
financial loss, as victims experience derision and censure [12]. In
Frik et al.’s study [49], older adult participants held diverse views
on their own vulnerabilities: some believed they were easy targets
due to low technical literacy and lack of support, whereas others
doubted that their information was valuable enough to be exploited.
Unlike the prior subsections, cybercrime is primarily associated
with risks and harms, whereas other contexts like healthcare also
offer tangible benefits. We decided to include cybercrime as an
interview scenario given its relevance to older adults and the ageist
stereotypes around cybercrime, and we were particularly interested
in uncovering more nuanced factors that contribute to older adults’
self-perceived as well as actual vulnerability to cybercrime.

Age-based differences. Several studies have examined the privacy
concerns and behaviors of older adults in NorthAmerica [48, 49, 111,
112]: older adults’ concerns centered on security issues (e.g., scams
and identity theft) and institutional threats (e.g., data sold to third
parties) rather than interpersonal privacy [112]; passive strategies
(like limiting/avoiding technology use) were commonly employed,
while active mitigation strategies were rarer and triggered only in
response to privacy violations [49]. Older adults’ privacy concerns
and behaviors are also culturally dependent: studies in countries
with collectivist cultures such as India [98] and China [123, 134]
have highlighted older adults’ privacy management as a collective
practice, with household members overseeing older adults to ensure
their safety.

While some prior research has characterized older adults as
being generally vulnerable to privacy risks and violations, empirical
findings on differences between older and younger adults are mixed.
Some studies indicate that older adults are less likely to react to
privacy risks [135, 164] and adopt fewer protective behaviors on
social media [73]. Other research suggests that older adults are
not necessarily worse at protecting themselves; rather, they have
distinct concerns and priorities. For example, older adults often
perceive higher risks in online banking and e-commerce [113] and
are more likely to base privacy decisions on a privacy calculus [52].
Some studies have found no significant age differences in online
privacy sensitivity and attention to privacy policies [66]. These
inconsistent findings may be due to different studies examining
different contexts and using constructs with different granularity
(e.g., general attitudes vs. specific concerns) [3].

3 METHODS
To qualitatively explore the privacy experiences of older adults
within and across various contexts, we conducted semi-structured
interviews with 43 individuals (≥65 years) in the United States.
The interviews took place between August and October 2021 and
were conducted using a combination of video calls and in-person
meetings based on participants’ preferences. Our study materials
(including the screening survey, interview protocol, and codebook)
are available online for reference.1

3.1 Interview Protocol
Our interview protocol consisted of two main parts:

Part 1:We began by asking participants to describe their tech-
nology ownership and use. We then indirectly elicited participants’
privacy-related concerns by asking whether they had issues with
any technologies they used. If privacy concerns were not brought
up, we probed further about what information they wanted to pro-
tect and who they perceived as potential threats. We designed the
sequence in this way (reserving potentially priming privacy-related
questions toward the end and only asking them if the participant
had not raised these topics) to mitigate potential researcher bias
and social desirability bias, following the practices in other work
that also touched on sensitive and charged topics [117].

Part 2: We delved into participants’ privacy perceptions and
strategies in five scenarios. Scenarios are commonly used in HCI re-
search to explore values and attitudes toward technology [7, 8, 161].
1https://osf.io/5mcve/?view_only=6c4ca8f9b0834c068642e37e14aab436
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Our scenario selection was informed by our literature review in
Section 2.2. All five scenarios are highly relevant to the daily lives
of older adults, although findings specific to older adults and/or pri-
vacy varied. Specifically, prior work on account/device sharing and
online advertising has predominantly focused on younger popula-
tions. Healthcare and social networking have more research specific
to older adults, but most of it was conducted before the COVID-19
pandemic, which has impacted how people socialize and manage
health issues [13]. Cybercrime is often laden with ageist stereo-
types (assuming older adults are always more vulnerable), and we
wanted to compare these stereotypes with the actual experiences
and perceptions of older adults.

The interview procedure for all scenarios followed a similar
structure: first broad questions about mental models and personal
experiences, then questions about more specific concerns and pro-
tective strategies (if applicable). To assess participants’ perceptions
of age-related vulnerability, we asked “How do you feel about your
possibility of experiencing X (a negative incident) compared to
those older/younger?” with X tailored to each scenario. To ensure
we did not impose preconceptions, we mirrored participants’ lan-
guage in follow-up questions and confirmed our understanding of
their responses with them [140]. We randomized the scenario order
for each participant to mitigate order effects and potential fatigue
toward scenarios discussed later. We concluded the interview by
soliciting suggestions from participants on how to support older
adults in privacy self-protection.

3.2 Participant Recruitment and Demographics
Our target demographic consisted of individuals aged 65 or older
residing in the United States, following the CDC’s definition of older
adults [145]. We used various channels to broaden our recruitment:
three local senior centers, a participant pool for clinical & health
research at University ofMichigan,2 another participant pool hosted
by the Healthier Black Elders Center at Wayne State University,3
and snowball sampling. The majority of our participants came
from the university-hosted pools and senior centers; only three
participants joined the study through snowball sampling.

We asked interested individuals to complete a screening survey,
which was accessible in several formats (online, phone, and paper).
We used the screening survey to verify the age criterion and to
recruit a diverse sample across age, race, gender, and socioeconomic
status. We did, however, exclude individuals with serious cognitive
impairments since engaging with this population requires specific
protocols that we were not able to implement [136]. We also ex-
cluded non-English speakers due to limitations in our research
team’s language capabilities.

We pre-tested our interview protocol with three pilot partici-
pants. Based on the pilot data, we made minor adjustments to the
interview protocol and settled on an interview duration of 60-90
minutes to ensure comprehensive coverage of all scenarios with-
out causing participant fatigue. For the main data collection, the
first author conducted interviews with 43 participants. Most in-
terviews were one-on-one; two sessions were done with couples

2https://umhealthresearch.org
3https://mcuaaar.org/cores/community-liaison-and-recruitment-core/healthier-
black-elders-center/

who preferred to take the interview together. We kept interviewing
participants until data saturation was reached. Interviews were con-
ducted via phone, Zoom, or at one of the partnering senior centers
depending on the participant’s choice. The interviews lasted 82
minutes on average. A few participants took breaks during the in-
terview, but none withdrew from the study or expressed concerns
regarding the interview length. Each participant received a $30
check as compensation. With all participants’ consent, interviews
were recorded and later transcribed by a professional transcription
service.

Table 1 in Appendix A provides details of participant demograph-
ics. Our 43 participants were 65-89 years old (mean: 72; median: 71)
and approximately balanced in gender (19 men, 23 women, one no
response). Participants exhibited diversity across income, race, and
self-reported health conditions, but were more educated than the
general U.S. population [142, 143]. Themajority of participants lived
in their own or rented homes and did not have caregivers. Seven par-
ticipants used assistive devices such as wheelchairs, canes/walking
sticks, and hearing aids.

For technology use, most participants were regular users of com-
puters (41) and smartphones (34). More than half (26) also regularly
used tablets. Multi-device usage was common: 24 used all three
types of devices, and 15 used two. By comparison, smartphones
were present in 84% of all U.S. households in 2018, followed by 78%
for desktops/laptops and 63% for tablets [141], indicating that our
participants’ tech adoption mirrored that of the general population.
Smart device adoption was relatively low in our sample: 11 used
smart TVs, and seven used smart speakers or voice assistants.

3.3 Data Analysis
After transcribing and double-checking all interview transcripts,
the first author went through all transcripts to create an initial code-
book using a combination of deductive and inductive approaches:
the codebook’s overall structure was informed by the interview pro-
tocol and prior literature; specific codes were mostly paraphrases
of what participants said.

To ensure the reliability and consistency of the coding process,
the first and second authors independently coded one transcript
each, then convened to compare codes, address discrepancies, and
modify the codebook; this iterative process was repeated for six
transcripts until the two researchers agreed on code saturation.
The two authors then used the ‘training’ feature in Dedoose, a
qualitative data analysis tool, to calculate inter-rater reliability be-
fore independent coding. The first author coded an additional 14
transcripts to ensure a reasonable coverage of each code. The sec-
ond author then coded the same set of excerpts coded by the first
author. The two researchers achieved Cohen’s ^ = 0.74 across all
codes, indicating good inter-rater reliability. The two researchers
then split the remaining 21 transcripts and coded them indepen-
dently, and the first author applied the final codebook to the initial
six transcripts for consistency. Other co-authors were involved in
discussions about the codebook and preliminary findings through
regular meetings.

Our final codebook consisted of 296 codes across six categories:
one about general privacy concerns and behaviors and five for the
respective scenarios. The codes in each category were grouped
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into consistent sub-categories to facilitate cross-scenario compar-
isons: general attitudes, specific concerns, challenges in addressing
concerns, protective behaviors, and age-based differences.

As our study was qualitative, we focused on describing specific
themes rather than making quantitative claims about themes [14].
Following practices in other qualitativework [17, 40, 59], we adopted
the following terminology to provide a qualitative estimation of
the frequency of themes: a few (0-20%), some (20-40%), about half
(40-60%), many (60-80%), and almost all (80-100%).

3.4 Ethics
Our study was reviewed and determined exempt from oversight by
the University of Michigan’s Institutional Review Board. Following
a community-based participatory approach [151], we engaged our
participants and community partners throughout the research pro-
cess for a mutually beneficial experience. For example, we asked
staff at the senior centers to provide feedback on our draft inter-
view protocol to ensure the questions were appropriate. We fol-
lowed trauma-informed practices [28] in conducting the interviews,
such as being an active and empathetic listener when participants
shared their stories, and clearly communicating options of skipping
a question or stopping the participation. As a way to give back to
the community, we used our research insights to develop a work-
shop series on online self-defense and ran the workshops with our
partnering senior centers. Thirteen of our interview participants
attended the workshops; all spoke positively about the experience
and the workshop topics’ relevance to their concerns.

3.5 Limitations
While our qualitative approach allowed deep insights into partici-
pants’ lived experiences, it has limitations. Some limitations pertain
to the qualitative method and sampling practices. For example, we
cannot claim that our sample is representative of all American older
adults; our primary aim was not to achieve representativeness but
rather to capture diverse perspectives. Our participants were diverse
regarding income and race, but they were geographically concen-
trated and more educated than the broader U.S. population [142].
The sample characteristics may have resulted from our localized
recruitment—we opted for this approach to build trust with our
participants, reach individuals who might not be accessible through
online recruitment, and expand the reach of our workshops. Be-
cause our study was conducted in the U.S., some of our findings
might be specific to the country or region. One should be careful in
generalizing these findings beyond the U.S., and our study opens
opportunities for future replication studies in other countries with
different cultural values and consumer protection frameworks.

Another limitation of our study relates to the interview scenarios,
as cybercrime is more focused on risks and harm compared to other
scenarios. Nonetheless, we decided to include cybercrime due to its
high relevance to older adults’ existing concerns and ageist stereo-
types around this topic. While it is possible that discussions about
cybercrime might have primed participants to bring up this topic
in other scenarios, this was partially mitigated by randomizing the
scenario order for each participant. We also observed that partici-
pants who received the cybercrime scenario late in their interviews
often still spontaneously discussed it in earlier scenarios.

4 FINDINGS
We first discuss participants’ threat models and privacy concerns in
general (Section 4.1), followed by participants’ concerns and behav-
iors for specific scenarios (Sections 4.2–4.5). We end by comparing
findings across the five scenarios (Section 4.7).

4.1 General Threat Models
4.1.1 Heightened concerns about financial information. As the con-
cept of “privacy” can be broad and abstract, we asked participants
instead about the specific types of information they would like to
protect. Financial information, such as bank account and credit card
numbers, was mentioned by about half of the participants. Some
also highlighted social security numbers, a unique personal identi-
fier used in the United States. P34 discussed negative incidents that
can result in financial loss as their top concerns:

I may not have any money. I may have an outstanding
debt . . .My major concern is my identity being taken,
and as a result of my identity being taken, my financial
security has been compromised or has been taken away
from me.

However, privacy harms encompass more than just financial
losses [31] when accounting for harms to reputation, psychological
well-being, autonomy, discrimination, and more. These harms were
less recognized by participants, as P3 said, “Financial information is
probably the most relevant thing. The rest of my life is pretty much an
open book . . . Somebody sees that I go on a porn site. That’s me.” P18
raised the point that leaked passwords could lead to the compromise
of financial accounts: “One of the big things that I worry about is
somebody getting a hold of my passwords and user ID that would get
them into info on my banking and other financial institutions.” P15
mentioned health information but indicated that it was secondary
to financial information in terms of privacy concerns: “I don’t worry
about the portal so much . . . I’ve already got my Medicare, and so far
I can’t be refused for having [my] problems . . . It’s mostly financial.”

4.1.2 Cybercriminals as the major threat actor. In line with con-
cerns about financial information, about half of our participants
identified cybercriminals as the primary threat to their personal in-
formation. The specific terms they used included “hackers,” “scam-
mers,” “spammers,” “people trying to steal things,” and “people
operating from the dark web.” Some participants shared personal
encounters with scams and fraudulent charges. P1 recounted stories
they had come across in the news:

There are lonely seniors. You’ll hear some news about a
guy . . . gets hacked . . .A somewhat younger pretty lady
will connect with him, and be able to access his finances
. . . So, my concern is mainly [about] if they hack and
get my personal information because hackers are those
intelligent criminals.

A few participants identified tech companies as another threat
actor, particularly Google/Alphabet and Meta. P13 discussed the
extensive data collection and aggregation practices employed by
these companies: “Google captures . . . anytime you do any online
shopping. That information is captured and shared between organi-
zations. In aggregate, they can build up a pretty detailed profile view
of what your interests are.” P12 expressed varying levels of trust
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in different companies, indicating that not all tech companies are
perceived as equal threats:

Microsoft, I’m not as worried about information being
shared by them . . . not so much privacy. I would say
anything involving the Alphabet as an organization
. . . I have too many firsthand experiences that I’ve been
uncomfortable with. Information is shared from one site
to another without express consent. And I can’t seem
to find any features that I could turn on that prevent it
. . . It’s something personally I can’t trust.

Interestingly, no participant mentioned the government as a
threat actor. In fact, a few indicated that they were not concerned
about government surveillance due to their belief that they had
nothing to hide—a prevalent yet flawed argument about privacy [129]
—such as P1: “I’m not a member of any political party or secret or-
ganization . . . I have no fear of the police, FBI, or any governmental
agent.” This lack of concern about government stands in contrast to
heightened concerns about government surveillance among other
high-risk populations such as undocumented immigrants [56], mi-
grant domestic workers [127], and Muslim-American women [4],
likely because our participants’ identities and backgrounds did not
intersect much with these populations. Similarly, no participant
identified their family members or caregivers as threat actors, de-
spite them being a major threat vector for elder fraud [65].

4.1.3 Learning from community and commercial resources. Prior
work involving U.K. older adults has identified social, community,
and commercial resources, as well as broadcast and digital media, as
major cybersecurity information resources [101]. Our participants
mentioned all five as sources for learning about privacy self-defense,
with community resources, commercial resources, and the media
being more popular. Starting with community resources as a source
of support, P22 highlighted senior center classes: “The senior center
had contacts with the lawyer, and he’d come in and just discuss [the
credit freeze] . . . People would ask whatever question they had.” P41
identified the American Association of Retired Persons (AARP):
“They have print materials . . . Zoom classes . . . If you’re a member,
every month they’ll send you a newsletter.”

Another source of support was commercial resources, including
customer support services such as AppleCare and professional tech
support. For instance, P28 subscribed to Geek Squad and highlighted
the benefits of their periodic checkups: “Once or twice a year, [we]
have what they call a checkup where they just delete duplicate files
. . .make sure you’ve updated all your programs, and you’ve installed
everything you need.” While experts no longer recommend third-
party antivirus software [96], some participants continued to use
such software. P9 noted trust and brand loyalty as relevant factors:
“I’ve used Norton for so long . . . I have trusted them with whenever it
comes up for renewal. I don’t even question how they’ve been pricing.”
The protections offered by third-party antivirus software may be
excessive, but they did raise our participants’ awareness of basic
risks and encouraged positive behaviors, as in P27’s case:

I have Malwarebytes, and I’m quite happy with that.
I think they’ve done a fairly good job. . . . They have a
newsletter every week, and it’s quite informative . . . They
often tell you that there’s all this phishing going on, and

to be very careful about opening some of these emails
that look suspicious. And so I take them at that word,
and I do just discard a lot of [emails] because they’re
obviously not legitimate.

Prior work using deficit-based narratives has portrayed older
adults as passive consumers of information [53]who find it challeng-
ing or unnecessary to learn about cybersecurity or privacy [98, 101].
Our findings present a more nuanced perspective, as some partici-
pants acted as educators and influencers within their communities.
P32 acknowledged the respective challenges in doing this:

She will want me to order something through my ac-
count. . . . She got mad at me the other day because I
said I’m not doing it . . . I have done it a few times for
her. But I want her to [learn]. She doesn’t want to be
tech-savvy. I’m not tech-savvy, but I know . . . the only
way to learn stuff is you might make a mistake.

P19 and P38 helped run computer classes at their senior centers.
P38 identified recurring challenges among their peers, including
password management and using “BCC” when sending mass emails.
P19 was concerned about the potential exclusion of less tech-savvy
peers from educational programs:

I’m super literate with computers . . . There are a few peo-
ple like me, but not many. And as they get older, they
have a harder time using the technology that’s available,
but they need that technology even more . . . You’re miss-
ing a whole segment of the bell curve. Those are people
who simply don’t come [to the classes]. They have home
phones and they don’t use cell phone technology, and
they don’t get emails.

4.2 Account and Device Sharing
4.2.1 Sharing digital assets in preparation for death or accidents.
Half of our participants mentioned sharing passwords, mostly with
family members and occasionally with close friends. Prior research
has identified convenience and trust building as key drivers for
password sharing among younger adults [126, 157], and our par-
ticipants gave similar reasons. For example, P13 shared streaming
service credentials with their son; P33 shared “everything” with
their partner after decades of marriage.

However, most participants’ primary motivation for sharing was
preparation for unforeseen circumstances such as death or emer-
gencies. For example, P18 shared, “My mom and my sister have my
social security number and my passwords . . . I trust [them] implicitly,
and I feel better too because you’ll never know.” For similar reasons,
some participants also shared access to their financial accounts
with family members and occasionally with a financial advisor or
attorney. P8 made efforts to facilitate transparent communication
between multiple parties:

I take care of all my own finances. My lawyer knows
where all my accounts are. And . . .my adopted son is my
advocate, and he’s also my executor. So he knows . . . But
he also knows where my lawyer is. And my lawyer
knows where he is if something should happen.

When we asked about post-death preparation for digital assets,
some participants had already made plans. Others like P7, however,
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only recognized the importance of this consideration in response
to our probing:

If I were in a car accident and died, nobody would be
able to get into my accounts, which will be bad. It would
be weeks of sending mail and death certificates and
wedding documents to prove that my wife is my heir
and beneficiary. So I should do that. I’ll put that on my
list of things sometime.

4.2.2 Struggles with password management. During discussions
on account sharing, participants often highlighted password man-
agement as a recurring challenge. In contrast to studies involving
younger populations [87, 106], our participants relied more on
physical methods for password management: about half mentioned
physically writing passwords down, and a few attempted to rely
solely on their memory. No participant felt their current password
management strategies were optimal; for instance, those who wrote
passwords down would still have concerns over the “single point
of failure” if their password notebook were to be stolen. While re-
membering all passwords is generally demanding, P30 emphasized
age-related memory decline as a specific concern:

For important things like my banking, I want to keep
going with the same one. I can’t . . . They want a different
one than you’ve used in the last 10 years. I can’t remem-
ber 10 years’ worth. What I do worry about, actually, is
as I get older it’s going to become harder and harder to
do all that to keep track of it all.

Only a few participants, typically those with a technical back-
ground, mentioned using password managers in their browsers and
operating systems. The adoption rate of password managers was
much lower in comparison to studies involving younger adults [87,
106]. Echoing prior work [114], P20 shared that non-adoption was
due to distrust in cloud services storing their passwords:

I do not use any of the password apps where they say
you can put in all your passwords, and it’ll be secure,
I just don’t trust it. In my opinion, all of these systems
were created by a person, and there’s always a way
. . . somebody else can figure out how to get into it.

4.2.3 Risk Awareness of Public and Second-Hand Devices. A partic-
ular case of device sharing is public devices and Wi-Fi networks,
which carry the risks of data leakage and Wi-Fi spoofing. This use
case holds particular relevance for older adults given their lower
ownership of personal computers or smartphones [9] while having
communal places like senior centers that enable device sharing.
Many participants reported using public computers and Wi-Fi net-
works in libraries, hotels, and shops.

In contrast to the findings in Frik et al.’s study [49], in which
few participants expressed concerns about public devices andWi-Fi
networks, our participants (even with similar demographics) exhib-
ited a heightened awareness of these risks. Although they could
not always pinpoint specific negative events, they could recognize
situations with increased risk. For example, P23 commented, “I
think it’s easier to compromise my information [when using public
devices]. I think people can get into them more easily.” About half of
our participants mentioned that they consciously avoided sensitive

activities such as banking when using public devices or Wi-Fi net-
works. P19 compared banking with other types of online activities
regarding their sensitivity:

If somebody wants to hack into my gaming group and
screw with my pictures . . . that’s not going to kill me. So
I don’t really particularly care about that as much, but I
stay away from banks and things that are high security.
When we’re traveling, oftentimes I’m looking up what
attractions are there?What time does themuseum open?
. . . things that are not security-driven.

A few participants also cleared their browsing history on exit
when using a public computer. P32 shared how they developed this
habit after someone compromised their social media account when
it remained signed in:

Some years ago I did not sign out on Facebook [at li-
braries]. And so whoever came [next], they put a whole
bunch of crazy stuff up there. And so my son called me
up, ‘Ma, was it really [you]?’ ‘Where were you at?’ I
said, ‘I was at the library.’ . . . So he deleted [my post]
. . .Now I make sure I sign out if I’m on a public device.

The exchange of second-hand devices can also lead to data
leaks [16]. Some participants like P6 worried about unwiped data:
“When you get second-hand phones, they’re contaminated . . . It’s not
good to buy used phones unless they’ve been cleaned or wiped.” Addi-
tionally, participants felt a lack of confidence in securely decom-
missioning their old devices, particularly when selling or donating
to strangers, and desired more guidance. As P16 said, “I have two
laptops . . . just ready to go to the recycling, but I have to get the stuff
off of them . . . I probably will pay to have somebody do it because I
don’t know what I’m doing.”

4.3 Healthcare
Our findings within the healthcare context mostly centered on
patient portals and smartwatches, as they were adopted by almost
all and some participants, respectively. A few participants also
mentioned using health-tracking apps, step counters, and blood
pressure monitors.

4.3.1 Trust in healthcare providers and smartwatch manufacturers.
While a few participants expressed privacy concerns about their
health information (see Section 4.1), about half of our participants
shared that they trusted service providers (e.g., hospitals and smart-
watch manufacturers) to securely handle their health information.
This trust contrasts with the healthcare industry being one of the
most common victims of data breaches [107] and instances of data
exchange between healthcare providers and social media companies
for commercial purposes [47]. Participants’ trust in confidential
information exchange with healthcare providers could be a result
of social norms and existing laws, notably the Health Insurance
Portability and Accountability Act (HIPAA), as P25 said: “Any doctor
that I’m dealing with can go to my portal and look up what other
doctors have done or said . . . It’s already in there. I don’t feel that that’s
being shared inappropriately.”

Interestingly, P25 extended the same level of trust to smartwatch
manufacturers, despite these entities being subject to different regu-
latory frameworks, and wearable devices having limited protection
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under HIPAA: “My Fitbit . . . it’s like a watch . . . as far as I know,
there are no data to take. It’s just something I’m looking at . . . for
my information only.” P12 explained that their trust in smartwatch
manufacturers came from their own positive experiences and social
influence:

You know that the Apple Health app . . . I have not per-
sonally heard of any episode where that recorded infor-
mation was used [in]appropriately . . . I encountered a
person in a focus group . . .where they were trying out
the Apple Watch and recording various aspects of it.
That person felt comfortable . . . and that was significant
for me. I am not looking and would not be comfortable
with any other entity.

4.3.2 Concerns about breaches and health-based discrimination.
Although participants generally expressed trust in health devices
and portals, some voiced concerns about the potential compromise
of their health information in data breaches when prompted, as
P41 said: “You kind of hear all the time where these health organi-
zations are hacked . . . That’s a big concern, and that’s real.” P9 also
noted concerns about health information being used for identity
theft:“Somebody can get a hold of a copy of your driver’s license and
your health care card and piece together enough to use it for some
other purpose.” In addition, some participants expressed concerns
about the potential use of their health information for advertising
and insurance purposes. These concerns often overlapped with
concerns regarding discrimination based on health or age, as P5
articulated:

It seems to me that the misuse of health information is
not within the healthcare world . . . it’s in the application,
the decision-making of lenders and hirers . . . that would
look at a health condition and determine that it’s an
additional risk . . . That’s the abuse of the healthcare
information that I’m concerned about.

Nonetheless, only a few participants mentioned specific pro-
tective behaviors in response to their concerns. Examples include
monitoring financial statements (following a healthcare breach
notification) and removing prescription labels from medication bot-
tles (to avoid medical identity theft). Overall, participants discussed
much fewer privacy-protective behaviors (in terms of both diversity
and frequency) in the healthcare scenario than in other scenarios.

4.4 Online advertising
4.4.1 Negative attitudes toward targeted advertising. Almost all par-
ticipants had experiences with targeted ads, and many participants
held negative sentiments. About half expressed frustration with the
overwhelming volume of annoying targeted advertisements. P10
voiced concern about the surveillance capitalism model [171] that
fuels targeted advertising: “Every time I look at an ad, somebody
knows that. And they put that data in a file somewhere that’s linked
to me somehow . . . They’re going to sell that information to the manu-
facturer or the marketer . . . That’s bothersome.” Other participants
like P17 suspected that advertisers invaded their privacy by eaves-
dropping on their conversations, a common misconception [11]
perpetuated by inadequate ad explanations [156]: “My son bought a
patio wood-burning oven pizza maker [called] Ooni . . .We were over

to his house . . . talking a lot about the Ooni . . . I get home, and I look
at Facebook, and I’m being sold Ooni pizza ovens.”

Consistent with prior work on the general public’s mixed feel-
ings regarding targeted advertising [144], a few participants did
find targeted advertising useful and relevant. As P38 said, “I think
targeting ads helps people . . . I like knowing about something that
I may not have known about that fits my situation.” Furthermore,
some participants held relatively neutral views as they simply did
not pay attention to ads or believed that their personal opinions
were not easily influenced by ads. Our findings also align with prior
work on consumers’ challenges in understanding the full landscape
of online advertising [38, 42, 156, 162]: when asked about the types
of information possibly used for delivering targeted ads, about half
of our participants exclusively mentioned site activities (e.g., brows-
ing and search histories). Our participants mainly gave examples
of targeted ads in the context of cross-website tracking, showing
limited awareness of other individual and demographic factors used
in ad targeting [166]; only a few discussed factors like age, race,
ZIP code, and IP address.

Experiences with deceptive and discriminatory advertising. About
half of our participants recounted experiences with “bad ads” [165]
particularly deceptive ads, i.e., the claims and appearances could be
misleading and different from consumers’ actual experiences. P17,
for example, recounted an emotionally manipulative ad:

It was this little plastic gadget . . . that supposedly some
teenage boy with autism had invented . . .And I have a
special place for people with disabilities . . . I see this on
Facebook . . . Totally sell me with the story. My charge
card is out . . .And it comes, and it’s a piece of crap
. . .And I realized, "Oh, you dummy. You fell prey. You
were such an easy target because of the autistic kid.

Regarding advertising specifically targeting older adults, our
participants identified ads on Medicare, assistive technology, and
funerary services as examples. While a few participants found age-
based targeting positive (as it made ads more relevant) or neutral
(equating it with other targeting categories like gender), some par-
ticipants like P21 found the practice discriminatory and harmful
for reinforcing ageist stereotypes: “It’s annoying because it just re-
minds you that you’re older.” In addition, P30 was concerned about
older adults’ vulnerability to ad scams, showing that concerns over
cybercrime carried over in this scenario:

The older we get, the less astute we are in paying at-
tention to what this really means. That puts a lot of
people at risk. We’ve heard about how many people can
lose their money, not necessarily scammed but buying
something we really have no use for. I guess they’re free
to advertise to anybody. I just don’t like it.

4.4.2 Protective strategies exist, but rendered ineffective. Some par-
ticipants adopted an avoidance strategy when dealing with annoy-
ing or problematic ads, which typically involved ignoring them or
removing them from their online feeds. This approach was partic-
ularly common among participants who held positive or neutral
views about ads, as P11 explained, “All you have to do is click on
the X . . . hide the ad . . . ignore it. And if there are too many ads and it
annoys you, then you don’t go to those sites.”
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However, avoidance-focused strategies do not fundamentally
stop the excessive volume of ads. Some participants mentioned
clicking on ‘unsubscribe’ in marketing emails but encountered
challenges, as they either could not find the link or had to wait for a
long time before they stopped receiving unwanted emails. Adding
to prior work on users’ folkmodels of online advertising and privacy
settings [59, 77, 162], a few participants like P3 expressed distrust
in the ‘unsubscribe’ feature, suspecting that clicking on it would
trigger malware or even more spams:

I am concerned that you can generate more dissemi-
nation of information . . . that I wouldn’t want people
to have . . . [I] can’t always trust that the unsubscribe
location is really going to the service that I want to un-
subscribe from . . . If it’s a hacker . . . they’re gonna take
the information . . . and hack you some more.

These ineffective strategies may explain why many participants
felt they had limited control over what advertisers knew about
them. As P4 described, their level of control was “probably none,
except just avoiding.” A few participants like P3 believed they had
some control, but these participants were relatively experienced in
using ad settings: “There’s always a setting somewhere that can be
adjusted . . . It is left up to me to explore and see.” P22 was the only
participant who felt they had a good amount of control, although
their perception was narrowly based on the information they dis-
closed rather than inferences made by advertisers: “I don’t put a
lot out there. I think that certainly gives me an edge on not getting
advertising I don’t need or don’t want.”

4.5 Social Networking
While many participants used Facebook and Zoom, about half
primarily connected with others via phone calls and text messages.
A few participants mentioned other channels including emails,
Instagram, Messenger, Twitter, and WhatsApp.

4.5.1 Benefit-risk analysis for adoption and use. Similar to find-
ings in prior work [84, 100, 111], our participants deliberated the
benefits versus risks/costs associated with specific social media
platforms. While the benefits of staying connected and acquiring
information apply to all age groups, they became more pronounced
among our participants during the COVID-19 pandemic, which
exacerbated feelings of social isolation and loneliness [60]. As such,
P12 described their “calculated risk” for social media use: “The very
fact that I have to use YouTube to do certain functions puts me at
risk, and it’s a calculated risk . . . But we’re so isolated as it is . . . It is
unhealthy not to know what’s going on in the world.”

Interestingly, in contrast to prior research [84, 111], our partici-
pants’ major concerns with regard to using social media—before
we specifically probed into privacy—revolved around disturbing or
controversial content and dis/misinformation. In terms of privacy-
related concerns, P36 mentioned possibilities of context collapse: “If
you use social media extensively, you are bound to have problems like
misinterpretation . . . someone taking your post out of context.” P13
disliked the monetization of user data, a recurring concern that also
appeared in the online advertising scenario: “Facebook is notorious
for sharing information and also establishing a profile . . . I don’t want
to make Mark Zuckerberg any richer.”

A few participants further voiced concerns about scams on so-
cial media: scams are already a recurring theme in the cybercrime
scenario, but social media can amplify the reach of scams. P8, for
example, shared their experience with romance scams: “I have some
weird guy that sent me [pictures] . . .He sent the same picture to
my daughter-in-law . . . It’s really a jungle out there.” Navigating
scams and harassment was even more challenging for low-tech,
low-income participants [149], as in the case of P6:

One day I got 1,000 friend requests [onMessenger] . . . but
I accepted them all onto my page. Then I realized . . . I’m
getting all these telephone calls [from] people trying to
swagger me . . . They would call me up at two . . . in the
morning and say, ‘Hi, handsome. How are you?’

4.5.2 Limited risk perceptions of Zoom. Zoom, a videoconferenc-
ing service, experienced a substantial surge in its user base during
the COVID-19 pandemic [137]. Half of our participants mentioned
adopting Zoom during the pandemic to maintain social, informa-
tional, and educational needs. A few shared concerns about Zoom-
bombing [39, 79], and P9 even experienced it firsthand: “There [was]
this particular conversation that the council is having. And dirty pic-
tures popped up. And then they had to shut down the Zoom thing.”

Nonetheless, participants who had heard of Zoombombing but
had not experienced it personally expressed limited concerns, as
they believed they would not be targeted. P36 shared, “I don’t think
we will attract the attention of the criminals. . . . It’s only the doctor
and myself. So what is there to bomb? You want [to] bomb into a
Zoom with 20 CEOs and the president of the United States.” Simi-
larly, P7 speculated that Zoom would not engage in excessive data
collection due to its business model: “Why would they record a
meeting amongst a family of four? They’re not going to be able to
monetize that.” However, Zoom has faced controversy for making
false claims about end-to-end encryption while engaging in data
exchanges with Facebook for monetization purposes [64]. These
problematic data practices rarely influenced our participants’ us-
age and trust in the platform. A few participants like P14 further
mentioned relying on Zoom and its partner institutions for data
protection: “You heard so much about Zoom over the last two years
that you figure, well, it’s got to be a reasonable company. Hopefully,
they have security measures in place.”

4.5.3 Skills and confidence in self-protection. In response to their
concerns, participants actively employed protective strategies rather
than relying on passive measures. P11 mentioned the option to limit
their profile visibility: “You can restrict your profile pretty well. So
I do. You can’t see my friends.” P28 described being careful about
sharing sensitive information: “I normally don’t post it while we’re
away. I wouldn’t want to advertise to the world that we’re going to
be out of town for a week.” P2 would block or unfriend someone in
the case of scams or interpersonal conflicts: “If I find people that
are offensive . . . I will stop following them.” Some participants also
adjusted their Zoom settings, such as muting themselves as needed
and using a virtual background, similar to findings from prior work
with younger populations [41]. Most of these proactive strategies
reflected our participants’ efficacy in navigating regular privacy
settings on social media.
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As in the online advertising scenario, participants’ perceived
level of control over their information on social media was closely
tied to their confidence in configuring privacy settings. Many par-
ticipants felt they had some control. Some participants like P39 even
noted they had total control, though the perception was—similar
to that in the online advertising scenario—primarily based on their
knowledge of what they proactively shared rather than the infer-
ences and data exchanges behind the scenes: “I’m in control of what
I put out there . . . If you put out everything, you expect to have some
fallout . . . I don’t put out personal stuff.”

4.6 Cybercrime
4.6.1 Concerns and negative experiences with scams and fraudulent
charges. While prior work has identified cybercrime as a grow-
ing problem for older adults [97], our findings reveal older adults’
concerns about specific types of cybercrime, both prompted and un-
prompted. When asked about their initial impressions of the term
‘cybercrime,’ some participants mentioned hacking attempts target-
ing government agencies and companies while others focused on
cybercrime targeting individuals. For example, P21 was concerned
about account compromises leading to financial loss: “I do have
some concerns about somebody stealing . . . not just your bank account,
but your investments.” P42 highlighted concerns about scams: “I
think about a lot of the scam emails that I’ve been getting.”

About half of our participants reported receiving scam calls or
phishing emails, with the majority successfully avoiding falling vic-
tim to them. Out of the 43 participants, only three had experienced
unrecoverable financial losses. One potential factor contributing to
participants’ increased susceptibility to exploitation is concurrent
financial hardship, as P32 recalled their experiences:

I was getting these text messages . . . to be like a mystery
shopper . . . I received a check for about $1,500 . . . So I
went to the bank . . . showed them the check. . . .And I
was broke. And then she [bank manager] told me that it
was a scam . . . That is how they get you because you’d
be thinking about the money [when you’re broke].

Participants’ vulnerability to scam attempts also relates to their
level of digital literacy. P26, who considered themselves “computer
illiterate,” suspected their identity was stolen without recognizing
that it was a social security scam: “I got a call from the government
that said somebody in Texas is using my social security number to
extrapolate the funds out of bank . . .Maybe I have been a victim.”
Nevertheless, having a technical background did not guarantee
immunity to scams either, as in the case of P43, who ran a computer
supply company but once lost $150 to a ransomware scam:

We had our computer locked up by a software company
. . . They sold us a software package for $150 that would
guarantee that we would not have our system locked
up. And when I called the Geek Squad . . . they said all
we had to do was just click on the control, alt, delete,
and that would have restored us.

4.6.2 Perceived higher vulnerability among older adults. Since prior
literature [26, 97, 163] and news media [46, 120] have portrayed
older adults as susceptible targets of cybercrime, we asked par-
ticipants about their perceptions of age-related vulnerability to

cybercrime. About half of the participants believed that older adults
were more vulnerable and identified factors that could contribute to
higher vulnerability, noting that older adults “are naive with respect
to technology” (low tech-savviness), “believe everything that they
see” (too trusting), and “are more susceptible to [scammers] working
on our emotions, like the grandparent scam . . . Seniors are lonely and
just want somebody to talk to” (subject to emotional manipulation).
Interestingly, participants often used “they” when referring to older
adults and rarely considered their own vulnerability. For instance,
P33 were confident in their own resistance to cybercrime but ex-
pressed concern for others: “I don’t see why anybody would want to
go after me . . . I’m not really worried about myself . . . There are a lot
of [older] people that don’t know or get scammed. That worries me.”

While older adults being more vulnerable to cybercrime is the
dominant view, some participants believed that vulnerability to
cybercrime is independent of age. P19, for instance, attributed cy-
bercrime vulnerability to individual information-sharing habits: “If
you’re careful and you don’t expose yourself, I think you’re going to
be safer than if you just put your information out there willy-nilly.”
Interestingly, a few participants considered younger adults more
vulnerable due to more careless online behavior. As P14 said, “The
younger people spend so much time on their devices . . . They’re savvy
. . . but sometimes, you just think these people are not paying attention
to what kind of danger they’re putting themselves in.”

4.6.3 Adopting protective strategies. Participants shared a variety
of strategies to protect themselves against cybercrime; the most
prominent ones were frequent monitoring of financial accounts,
avoiding phone calls (from unfamiliar numbers or in general), and
looking for common indicators of phishing attempts (e.g., checking
the sender’s email address). These strategies aligned with estab-
lished expert advice for online safety [116] and did not require
advanced tech expertise. A strategy unique to older adults was
relying on their crystallized intelligence, i.e., knowledge and skills
acquired throughout life [168] as opposed to younger adults’ fluid
intelligence. In participants’ own words, they relied on “common
sense” they had developed over decades, as described by P35:

When someone comes to me asking questions about
something I said that I did not put out to the pub-
lic . . . that’s a big red flag and an automatic delete
. . . Because I’m older and already have . . . a whole bag
of tricks from these many years of living that I can
immediately use to evaluate and delete.

Participants’ ability to recognize scams could also come from
their professional background. P28, for instance, had worked for
the Internal Revenue Service and was able to quickly react to tax
scams:

“I once got a call from someone who said they were from
IRS and they said . . . if we didn’t make a payment, there
would be a warrant out for our arrest. I said, ‘Well, I
work for IRS and I know you’re not from IRS. So I think
you better stop what you’re doing.’ . . .And I hung up
and report it.”

Participants also described acquiring protective strategies through
firsthand encounters with scams, echoing prior work on security
advice and behavior [115, 170]. For example, P31 shared:
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The guy said that he was working for Amazon . . .He
was able to put [a charge] back into my account . . . But
in the meantime, I noticed that . . .when he took control,
he started going into different information . . .And then
something dawned on me. I said, ‘Well, wait a minute.
Why are you going through all these steps?’ . . .A red
flag would be when they start asking you for your fi-
nancial information. I learned that now, because after
this investigation, I was told by my financial institution
never [to] give out your financial information.

However, participants’ strategies were not foolproof and some-
times led to unnecessary inconveniences or resignations. P26, for
example, changed their phone number to avoid excessive spam calls,
unaware of alternative strategies like blocking specific numbers
or registering on the national Do Not Call list that do not entail
the disruption of phone number changes [88]. P20 shared their
reliance on service providers such as credit card companies and
identity theft monitoring vendors for handling scams rather than
self-protection: “I would trust that the credit card company would
tell me . . .Other than they tell me, throw that card away . . .we’ll send
you a new one, I don’t think there’s anything I personally can do.”

4.7 Cross-Contextual Insights
Having presented findings for each scenario, we now discuss com-
mon themes, similarities, and differences across scenarios.

4.7.1 Heightened and cross-scenario concerns about cybercrime.
Our findings highlight cybercrime as a prominent and recurring
concern for our participants across scenarios. In the initial general
discussions on privacy (see Section 4.1), cybercriminals already
emerged as the primary threat actors. Participants’ definitions and
concerns regarding cybercrime revolved around scams, fraud, phish-
ing attacks, fraudulent charges, and identity theft. These definitions
largely align with Bossler and Berenblum’s categorization [20],
focusing on two out of their four categories—cyber-trespass and
cyber-theft. Importantly, we observed that cybercrime concerns
and experiences were pervasive across scenarios, as participants dis-
cussed concerns about identity theft fueled by health information,
being victimized by ad fraud, and encountering scams/harassment
on social media, even before we probed about cybercrime.

In terms of vulnerability, we also found that cybercrime was
the only scenario where a substantial portion of participants per-
ceived higher vulnerability within their own age group compared
to younger generations. Although participants rarely viewed them-
selves as more vulnerable than others—a possible manifestation
of optimism bias [122]—they often expressed concerns for other
individuals in their age group or older. Conversely, in the other
scenarios, almost all participants believed that vulnerability was
equally distributed across age groups and identified various factors
contributing to heightened vulnerability irrespective of age. For
instance, P10 identified health conditions and patient portal use
as factors contributing to health-related privacy risks: “I do have
medical issues, I’m in and out of the patient portal more than a lot
of people . . . I think the more you use a system, the higher the risk of
being compromised.” P11 emphasized the importance of education
level in dealing with problematic advertising: “Somebody with less
education might be distracted by these ads, whatever their age is.

. . .Have you learned to research? Have you learned critical thinking?

. . . Just don’t follow what people tell you.”

4.7.2 Limited concerns and options for protecting health information.
Our participants expressed the least privacy concerns in the health-
care scenario. Unlike in other scenarios, where participants readily
identified threat actors and specific concerns without prompting,
participants generally did not talk about healthcare-related privacy
issues until prompted. This might be attributed to the relatively
inconspicuous nature of health information misuse, particularly
when discrimination is involved. None of our participants had
personally experienced medical fraud or any associated financial
losses. Our participants’ perceptions may also have been shaped
by news media—a common information resource—which provides
limited coverage of security and privacy events in the healthcare
industry [34].

In contrast to the diverse array of protective strategies observed
in other scenarios, participants shared fewer strategies for safe-
guarding their health information. However, this limited action
should not be equated with a lack of diligence. As aging-related
health issues arise, older adults may havemore frequent doctor’s vis-
its, naturally cultivating trust in their healthcare providers [27, 68].
While people may switch to a different service provider after nega-
tive privacy experiences like a data breach, most patients reasonably
make decisions based on cost, coverage, and quality of care when
selecting healthcare providers [147]. The “notice and choice” frame-
work for protecting individual privacy has long been criticized for
placing the burden of self-protection on consumers [130], and the
shortcomings become even more problematic in the healthcare
sector as consumers often have limited or virtually no choice.

4.7.3 Concerns and behaviors centered on information collection.
Solove’s taxonomy of privacy classifies privacy harms into four
stages: information collection, information processing, information
dissemination, and invasion [128]. Frik et al.’s study also charac-
terized older adults’ threat models along these four stages [49].
Nevertheless, our participants’ primary concerns and strategies
mostly centered on the information collection stage. For instance,
some participants discussed limiting content/profile visibility in
the social networking scenario and avoiding interactions with ads
in the online advertising scenario. In both cases, participants’ per-
ceived control was tied to the amount of information they explicitly
shared with other users and service providers. They felt more in
control knowing they did not “put much out there.” Only a few
tech-savvy participants (e.g., P10 and P12) shared concerns about
how companies aggregated and drew inferences from collected
data. Very few participants mentioned concerns about information
dissemination, except in the case of health-based discrimination,
in which disclosing sensitive health information could jeopardize
their health benefits.

4.7.4 Trust in service providers. Participants’ trust in various ser-
vice providers was a recurring theme across scenarios: trusting
banks and credit card companies for detecting and resolving fraud-
ulent charges, trusting healthcare providers and wearable device
manufacturers for safeguarding health information, and trusting
Zoom and partner institutions for ensuring the security of video-
conferencing data. This trust is shaped by positive experiences
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with service providers, unawareness regarding certain threats, and
limited options for self-protection. Prior work has shown older
adults’ trust in healthcare professionals [23, 68] and preference for
discussing health in-depth with a person rather than non-human
sources [27]. In contrast, our findings suggest that older adults’ trust
extends beyond interpersonal contacts to encompass healthcare-
related sociotechnical platforms, such as patient portals and video-
conferencing tools facilitating virtual doctor’s appointments.

Trust in service providers, particularly in the healthcare scenario
due to the health needs of older adults, can be reasonable. How-
ever, there exists a risk that excessive trust leads to delegation or
even abandonment of useful protective strategies. For instance, one
might have limited control over how information in their health
portal is used, but they can take retroactive measures when a breach
happens. In contrast, with regard to cybercrime, many alternative
measures can be taken to actively combat threats, such as using
secure mobile payments to limit card fraud [132] and placing credit
freezes to mitigate credit fraud [169], rather than relying solely on
protections provided by financial institutions.

5 DISCUSSION
5.1 Comparisons with Prior Work
Consistent with prior work [112], our participants raised security-
related concerns, such as scams and identity theft, even when we
explicitly asked about online privacy. This suggests that our partic-
ipants perceive security and privacy as interchangeable concepts,
aligning with other work that highlights the diversity in privacy
definitions and potential discrepancies between expert and end-user
conceptions [33, 131]. In contrast to prior studies that emphasized
older adults’ reliance on passive mitigation strategies [49], our
participants employed various active coping strategies, such as
configuring privacy/authentication settings and exercising caution
when disclosing sensitive information.

Our findings also affirm and extend prior research conducted
within individual scenarios. For instance, older adults’ privacy con-
cerns and behaviors on social media have been well-researched.
Our findings align with prior work [111] on common protective
strategies, but our study also uncovered novel insights triggered
by the COVID-19 pandemic as participants shared their adoption
of Zoom and other videoconferencing tools. Our participants were
adept at navigating corresponding privacy settings and expressed
higher trust in service providers compared tomore traditional social
media platforms such as Facebook.

Contrary to prior research, our participants exhibited more risk
awareness when using public and second-hand devices than those
in Frik et al.’s study [49]. Additionally, in contrast to previous stud-
ies that highlighted older adults’ negative perceptions of health
monitoring technologies [15, 37, 71, 83], our participants expressed
limited privacy concerns about their health information. However,
it is important to contextualize this finding within our sample, as
most of our participants lived independently and were not using
technologies traditionally considered invasive such as in-home
activity sensors and always-on web cameras [18].

While our study did not quantitatively compare privacy vul-
nerability between older and younger adults by recruiting both
populations—making our findings less comparable to prior work

that has done so [52, 73, 113]—our findings add more nuances to
the deficit-based narratives of older adults [49, 51, 135, 158, 164]
as our participants’ vulnerability varied and could not be simply
attributed to age. This divergence could come from our sample, as
we recruited participants locally and some participants recruited
via senior centers might have learned about privacy self-protections
there. However, it is also likely that our cross-contextual interview
approach and specific probing into participants’ self-perceived vul-
nerability contributed to the new and different findings, as we
unpack in Sections 5.2 and 5.3.

5.2 Contextual Effects of Privacy Concerns
Prior work, like Acquisti et al., emphasizes the role of context in
understanding privacy concerns: “Individuals can, depending on
the situation, exhibit anything ranging from extreme concern to
apathy about privacy” [2]. Nissenbaum’s theory of contextual in-
tegrity [103] similarly posits that societal norms shaping people’s
perceptions of what is private versus public vary across contexts.
Our findings support the importance of context to some extent, as
evidenced by concerns that are unique to certain scenarios, such
as health-based discrimination in healthcare and password com-
promises in account/device sharing. Nevertheless, we also observe
that privacy concerns are not entirely context-dependent as cer-
tain concerns transcend contexts. Specifically, cybercrime was a
pressing concern among our participants, as they shared related
concerns not only in the cybercrime scenario but also in health-
care, online advertising, and social networking scenarios. Another
cross-contextual concern is related to surveillance capitalism [171]
which was mentioned in both the online advertising and social
networking scenarios, as participants expressed discomfort with
the widespread collection and monetization of personal data by
advertisers and social media platforms.

These findings underscore the need for further research to both
qualitatively and quantitatively differentiate privacy concerns at the
population, context, or individual level. For example, our findings
already illuminate some population-level differences qualitatively:
none of our participants identified the government as a threat actor,
in contrast to other high-risk populations who hold heightened con-
cerns about government surveillance [4, 56, 127]. Other research
has also contributed to this direction quantitatively, such as Her-
bert et al.’s work that compares the digital security experiences
of four at-risk groups (including older adults) [62] and Xu et al.’s
context-contingent theory that explicates the mechanisms through
which contexts influence privacy concerns and behaviors [160]. No-
tably, we observe that even within the same context, participants’
concerns and vulnerabilities varied substantially and were shaped
by many individual factors beyond age, as we discuss below.

5.3 Rethinking Privacy Vulnerability and
Aging

In light of the growing research on specific populations who ex-
perience disproportionate privacy harms [89, 121], it is important
to consider the nuanced differences between marginalization and
vulnerability. According to Liang et al. [78], marginalization in-
dicates a failing of society as marginalized individuals are being
underserved, underrepresented, or forgotten, whereas vulnerability
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may carry the connotation that the person is weak, in need of help,
and burdensome [148, 155].

We argue that this distinction between marginalization and vul-
nerability is crucial in research with older adults. Our findings show
the specific ways in which older adults experience marginalization.
For example, P27 shared how they struggled with technologies not
designed for their needs: “The worst thing for me is manipulating
that tiny [phone] keyboard . . . I have to use a stylus, with a little rubber
on the end of it . . . because I just can’t cope with that little keyboard.”
P12 witnessed marginalization among their peers and expressed
concerns: “There are some [people] that do not join into our Zoom
calls because they are afraid of the technology or they can’t afford
the technology. And they are completely left out.” Negative media
portrayals can exacerbate feelings of marginalization and take an
emotional toll on older adults themselves [12, 46, 85, 120]. This is
also supported by our findings related to cybercrime: even though
very few participants experienced direct repercussions, such as un-
recoverable financial losses, many shared recurring concerns and
stress, often accompanied by demanding behaviors (e.g., checking
financial accounts frequently and avoiding phone calls) that come
with emotional labor.

Nevertheless, our research challenges the prevailing vulnera-
bility framing of older adults with multiple layers of supporting
findings. First, a few participants who were well-versed in both
privacy and technology played a crucial role in supporting and
influencing their peers—this suggests that broadly labeling older
adults as a vulnerable group is an oversimplification. Second, al-
most all participants believed that older and younger adults faced
equal risks of privacy violations in most scenarios; even in the
case of cybercrime, which triggered the most concerns among our
participants, opinions were mixed. Third, participants’ quotes and
our analysis reveal that factors such as education, income, tech
use, and online information disclosure influence one’s privacy vul-
nerability more prominently than age. While these factors may
correlate with age, they more often operate independently of age.
For cybercrime, participants with a stronger resistance drew the
knowledge from their work background, crystallized intelligence,
and prior negative experiences; participants with more challenges
navigating cybercrime tended to be those with concurrent financial
hardship or low tech-savviness, although being tech-savvy does
not guarantee immunity to scams either.

These findings highlight the need for more comprehensive frame-
works that synthesize and quantify the various factors contributing
to one’s privacy vulnerability. Particularly for older adults, our
findings provide empirical support to Knowles et al.’s plea to “seek
design inspiration in narratives of positive aging” [74]. This phi-
losophy presents numerous avenues for designing privacy inter-
ventions, technologies, and education for everyone growing old,
as older adults are a highly heterogeneous population with unique
traits that enable interesting research and design opportunities.

5.4 Technical and Educational Implications
Our findings open up several directions for future work on privacy-
enhancing technologies. For example, our participants were moti-
vated to share accounts and devices in anticipation of death and
emergencies. However, some participants only became aware of

this need after probing, and others were uncertain about the practi-
cal aspects of execution. We see opportunities to develop tools that
support the data preparation for death [29] specifically for older
adults. Drawing from our findings and prior work on safety settings
for older adults with memory concerns [90, 91], such tools should
enable multiple users to engage in socio-technical negotiations
about agency and power (especially involving financial interests)
and alleviate the anxiety that older adults may experience when
contemplating their own mortality [167].

Besides building new tools, our research contributes insights
into improving existing tools tailored to older adults’ preferences
while addressing misconceptions. In the account and device sharing
scenario, our participants often struggled to safely decommission
old devices. Participants were more familiar with physical means
of destroying a device completely, while knowing but not trusting
features like a factory reset. To make a factory reset more useful
and explainable, digital devices could implement more granular set-
tings in line with the user’s goal (e.g., recycling, trading in, selling,
donating it to friends or strangers) as well as more personalized
advice (e.g., recommending reputable sites in the area based on the
user’s location). In another scenario, online advertising, some par-
ticipants found age-based targeted ads discriminatory or offensive.
To address such concerns, platforms should allow users to curate
a list of topics they wish to avoid in ad targeting—a suggestion
also made by prior work [28, 69]. While some platforms already
provide adjustments for specific topics like alcohol, parenting, and
politics [95], we see the need for co-designing ad filtering features
with older adults who can provide unique insights into topics that
may perpetuate ageist views.

Lastly, our findings highlight the need to support older adults
in learning about privacy self-defense through educational efforts.
Our participants suggested specific topics for education such as
password management, privacy settings, the utility of protection
services (e.g., antivirus and identity theft monitoring), and device
decommissioning. In developing our online self-defense workshop
materials, we incorporated these topics while mirroring our par-
ticipants’ mental models and language choices (e.g., disregarding
the nuanced differences between security and privacy topics, and
using ‘hackers’ to refer to malicious actors broadly). Going forward,
there are opportunities to integrate this training into broader efforts
of helping older adults build digital literacy skills such as work-
shops on ‘how to use smartphones’ or ‘how to find jobs online.’
Our findings suggest that community and commercial resources
are reasonable starting points for deploying such training, and
it might be useful to join forces with existing initiatives such as
Apple’s iPhone classes for older adults [109]. Our findings also
suggest that older adults may turn to peers who are influencers
and guardians—roles that a few of our participants already played—
rather than acquiring new knowledge on their own. As such, a core
part of training should be supporting older adults in developing
self-learning and information-seeking skills, so that educational
efforts are sustainable and can generate influence at scale.
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A PARTICIPANT DETAILS

4There was one non-response for income.
5The percentage adds up to more than 100% since one can select multiple options.

Individual Characteristics N %

Annual Household Income4

Less than $25k 6 14.0%
$25 - $50k 13 30.2%
$50 - $75k 9 20.9%
$75 - $100k 8 18.6%
$100 - $150k 3 7.0%
More than $150k 3 7.0%

Education Attainment
High school 1 2.3%
Some college 6 14.0%
Associate’s degree 4 9.3%
Bachelor’s degree 17 39.5%
Master’s degree 12 27.9%
Doctorate 3 7.0%

Race/Ethnicity5

American Indian 2 4.7%
Asian 2 4.7%
Black/African American 12 27.9%
Hispanic 3 7.0%
White 26 60.5%
Other (Middle Eastern, multi-race) 2 4.7%

Self-Reported Health Condition
Excellent 4 9.3%
Good 23 53.5%
Fair 13 30.2%
Poor 3 7.0%

Housing
Own or rented home 39 90.7%
Senior residential community 3 7.0%
Nursing home 1 2.3%

Caregiver
No one 35 81.4%
Informal caregiver 7 16.3%
Hired/Professional caregiver 1 2.3%

Table 1: Participant characteristics (𝑛=43).
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