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Figure 1: Example DALL·E 2 Images Generated by Children 
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ABSTRACT 
The emergence of generative artificial intelligence (GenAI) has 
ignited discussions surrounding its potential to enhance creative 
pursuits. However, distinctions between children’s and adult’s cre-
ative needs exist, which is important when considering the possi-
bility of GenAI for children’s creative usage. Building upon work 
in Human-Computer Interaction (HCI), fostering children’s com-
putational thinking skills, this study explores interactions between 
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children (aged 7-13) and GenAI tools through methods of participa-
tory design. We seek to answer two questions: (1) How do children 
in co-design workshops perceive GenAI tools and their usage for 
creative works? and (2) How do children navigate the creative 
process while using GenAI tools? How might these interactions 
support their confidence in their ability to create? Our findings 
contribute a model that describes the potential contexts underpin-
ning child-GenAI creative interactions and explores implications 
of this model for theories of creativity, design, and use of GenAI as 
a constructionist tool for creative self-efficacy. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); Collaborative and social computing. 
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1 INTRODUCTION 
The rise of tools utilizing generative artificial intelligence (GenAI), 
or AI systems that create media based on statistical patterns [17], 
has sparked discussion on the potential impact of GenAI in chang-
ing industries [26, 29, 51], education [6, 89], and Human-AI col-
laboration [39, 48, 50, 91]. While scholars have identified potential 
drawbacks of these technologies such as copyright infringement 
[81], bias [85], and the exploitation of labor of workers in the Global 
South [82], others point to the merits of co-creation and GenAI’s 
possibility of generating new concepts of creativity [22, 51, 66]. 

Within the HCI community, the impact of technology on creativ-
ity, particularly through Creative Support Tools (CSTs), has been a 
longstanding concern [37, 77, 84]. CSTs assist creative endeavors 
across a variety of domains including music [100], writing [15], and 
film-making [28]. Frich et al.’s literature review work presented 
a summarized definition: “A Creativity Support Tool runs on one 
or more digital systems, encompasses one or more creativity-focused 
features, and is employed to positively influence users of varying ex-
pertise in one or more distinct phases of the creative process.” [37, p. 
10]. While Frich et al. stress the tentative nature of this definition, it 
offers a foundation for thinking about the future of GenAI, as HCI 
scholars have suggested the use of GenAI tools in supporting social 
creative endeavors [1, 91] and augmenting the creative process 
[25]. To enhance creativity, understanding user interactions with 
AI systems is crucial. However, current systems often assume a 
user has prior domain knowledge, like familiarity with art history, 
thus a user is able to ask for art “in the style of Van Gogh.” These 
assumptions of knowledge may also lead to misinformation [38]. 

This discrepancy between a user’s knowledge and the expec-
tations of a GenAI system becomes especially noticeable when 
considering the creative needs of children. Models trained on cor-
pora of child-directed speech have been shown to differ from those 
that were trained on adult-directed language [47, 73]. Moreover, 
children’s creativity varies from that of adults due to developmental 
needs and reliance on adults to provide cultural and social context 
around children’s creative ideas [53]. Given the significance of so-
cial environments in children’s creative development, we argue a 
need to recognize the relationship that GenAI tools might have on 
children’s creative development and the tools’ potential ability to 
support children’s confidence around these contextual and social 
aspects of creativity. 

AI’s role in children’s lives is often viewed through their percep-
tion of AI [31, 68, 96, 102] and AI’s deployment within education 
[23, 95, 97]. There is a limited exploration of how AI can serve as 
a creative support tool for children. AI Literacy is emerging as a 
crucial skill for a child’s future, which covers various AI concepts 
from how AI works to AI’s societal impacts [21, 103]. While im-
portant, developing AI literacy may not necessarily foster a child’s 
understanding of AI’s creative potential. This creative dimension is 
increasingly relevant as more GenAI tools become integrated into 
a variety of educational settings [20]. Computer systems such as 
Papert’s Turtle [75] and Resnick’s Scratch [36] demonstrate how 
technology can support constructionist learning for children. Yet, 
GenAI differs in its autonomy and complexity, potentially making 
the child’s creative agency less evident within creative interactions. 

Creativity, broadly defined, is 1) something original and 2) task-
appropriate [4, 11]. While prompts can certainly demonstrate cre-
ative autonomy [22], children who are less familiar with these 
systems and rely on provided context from adults, may not make 
the connection between their prompt and the output without scaf-
folded support. Therefore, understanding how children engage with 
GenAI through the creative process and their corresponding contex-
tual needs can help us 1) design more effective and context-aware 
systems for supporting creativity and 2) develop AI literacy curric-
ula for children to prepare them for a future where this technology 
plays an ever-growing role in their daily creative activities. 

In order to explore the connection between children’s creative 
acts and GenAI, we conducted six participatory design (PD) sessions 
with children ages 7-13. Through the PD method of Cooperative 
Inquiry (CI), a method of designing technology that focuses on 
designing with and for children [40], we conducted different co-
design activities with GenAI tools for text, visual art, and music. 
These sessions were designed to help us better understand the ways 
in which children conceptualize the creative uses of GenAI and the 
way these conceptions impact their creative processes. We aim to 
advance this understanding of children’s creative experience with 
GenAI through exploring the following research questions: 

RQ1. How do children (ages 7-13) in co-design work-
shops perceive generative AI tools and their usage for 
creative works? 

RQ2. How do children (ages 7-13) navigate the cre-
ative process while using Generative AI tools? How 
might these interactions support their confidence in 
their ability to create? 

https://doi.org/10.1145/3613904.3642492
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We contribute to the discussion on children, AI literacy, and creative 
uses of GenAI by introducing an explanatory model for supporting 
child-GenAI creative interactions. Additionally, we demonstrate 
the implications of this model in designing and evaluating these 
interactions so that they support children’s confidence in their 
creative abilities. 

2 RELATED WORK 

2.1 Children’s Creativity 
Creativity scholars agree that creativity refers to the combination 
of the elements of novelty and usefulness [3, 4, 8, 11]. However, 
they also emphasize the importance of socio-cultural contexts in 
defining these criteria [3, 43]. Children’s limited understanding 
of social norms can significantly impact their creative expression 
[53]. For example, Rosenblatt and Winner [79] distinguished be-
tween preschool and older elementary school children’s drawings. 
They called the preschool stage the “pre-conventional phase," char-
acterized by children expressing their own preferences without 
conventional influence. In contrast, older elementary school and 
early middle school children are in the "conventional phase," aiming 
for more realistic art, influenced by their understanding of cultural 
norms and social expectations. Similarly, the “fourth grade slump,” 
initially introduced by Paul Torrance, describes a decline in original 
thinking when children reach fourth grade (around 9 years old) [94]. 
This phenomenon, attributed to experiences in formal education 
emphasizing social norms [80], is accompanied by a decrease in 
creative self-efficacy, or a person’s belief in their ability to create 
[93], as grade levels and age rises [12]. Furthermore, there is also 
indication that creativity plays a role in learning as it contributes 
to identity formation [8] and cognitive development [57], as well 
as serves as the foundation for creativity acknowledged by others 
[11, 52]. Beghetto and Kaufman label learning moments “mini-c 
creativity,” which they define as creative moments meaningful to 
the individual [11]. Considering the vital role of creativity in chil-
dren’s development, fostering social understanding, and learning, 
there arises a significant question: How might GenAI either am-
plify or harm children’s creativity? More specifically, we focus on 
child-GenAI interactions as a potential producer of the moments 
of “mini-c creativity,” that lay the foundation for learning about 
creativity and AI [11]. 

2.2 Constructionism and AI Literacy for 
Children 

Constructionism, associated with the work of Seymour Papert [75], 
is a learning theory that posits that people learn best through cre-
ating artifacts. Tools such as Papert’s "Logo Turtle" and Resnick’s 
Scratch1 have been used both to evaluate knowledge of program-
ming concepts [35] and assess attitudes and computational thinking 
in children [63, 76]. Research has also shown that creating and pro-
gramming custom models can help children shift their attribution 
of the agency of AI systems from the devices to the programmers 
of those devices [31]. 

There are examples of educators applying constructionism in AI 
Literacy curricula [1]. There is also ongoing development of tools 

1https://scratch.mit.edu/ 

aimed at augmenting children’s creativity, such as StoryDrawer 
[107] or The Invention Workbench [14]. However, many AI Literacy 
curricula rely on the use of widely available AI tools [95], not ones 
that are made to directly support constructionist learning environ-
ments. AI tools, such as Google’s Teachable Machine or ChatGPT are 
not always designed to augment children’s creativity. A systematic 
review conducted by Casal-Otero et al. [21] identified two main 
approaches to AI literacy for K-12: Learning experiences focused on 
understanding AI and Proposals for implementation of AI learning at 
the K-12 level. Ng et al. [70] also identified three dimensions of AI 
literacy for children that include AI Concepts, AI Applications, and 
AI Ethics/Safety based on the work of Touretzky et al. [95]. As AI 
literacy has developed, curricula aimed at older children (ages 11 -
17) have included activities related to computer science proficiency, 
such as understanding decision trees or adapting systems [55]. For 
younger children (10 and below) activities generally include explor-
ing AI through storytelling or activities of play to help build an 
understanding of computational thinking [89, 90, 99, 103]. While 
we have an understanding of how constructionism can support 
learning for computational thinking, there is still question as to 
how GenAI tools differ from tools such as Scratch or AI literacy 
tools such as Cognimates [30] (a platform for building games and 
training AI models). Similarly, as creativity is a crucial skill needed 
to support children’s knowledge of themselves and society, we also 
need to explore how to GenAI might function as a creative support 
tool within the framework of constructionism. Exploring at home 
with families [32, 61], or in other learning environments such as 
public spaces or museums, has also been shown to offer potential 
opportunities to help children build their AI literacy and creative 
confidence [44, 60]. Therefore, we focus our study on the poten-
tial of GenAI as a tool for supporting constructionism of not only 
computational thinking, but also creativity, within a non-formal 
setting. 

2.3 Creative Support Tools and Human-AI 
Collaboration within HCI 

Within HCI, researchers have highlighted the potential of GenAI 
for Human-AI co-creation, emphasizing the development of models 
and design principles that prioritize human-centered AI (HAI). HAI 
comes in a variety of forms, but one prevalent concept is the col-
laboration of humans and AI working as a team [19]. This includes 
tasks that involve creativity, in which the human creator use AI 
to produce a creative output such as a story, a song, or a visual 
artwork. Frameworks such as the Human-AI Co-Creation Model 
demonstrate ways in which co-creation with AI may not only help 
to support the creative strengths of the human utilizing AI, but 
also allow them focus their energy on the “most creative part” [101, 
p.177]. In this way, many consider the AI system to embody the role 
of “AI Agent” [24], meaning that the AI acts as a collaborator during 
the creative process, with special attention paid to its potential in 
the ideation process [50, 58, 83]. Hwang [49] additionally argues 
that certain AI tools are better suited for certain types of tasks, 
presenting four categories of co-creative AI tools including Editors, 
Transformers, Blenders, and Generators. Each co-creative tool has its 
own strengths in facilitating creativity during the creation process 
[49]. Yet, using AI effectively requires understanding of the model 
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and one’s goals. According to Chang et al. [22], creators often use 
highly specific language and templates to craft prompts to achieve 
desired outcomes with GenAI. 

Frich et al. [37] noted while the HCI community has seen a di-
versification of creative support tools (CSTs) across the creative 
process, many CSTs never leave the labs in which they were created. 
They also mention that general CSTs are more widely created and 
shared than ones for experts. Children’s needs are similar to the 
complex needs that expert users face in that they differ from the 
general public’s view. As the adoption of GenAI tools grows, we are 
gaining a better understanding of how AI can co-create with people. 
Despite this, with children’s differing creative needs, there remains 
a question about the specific ways in which these tools may need to 
be adapted to fit the unique creative and learning needs of children. 
Overall, we understand the ways in which children’s creativity dif-
fers from adults, the possibilities of constructionism to help support 
learning, and the potential of CSTs to support human creativity, 
yet, much less is known about how GenAI might function as a CST 
that helps support children’s learning and creativity. Therefore, we 
decided to explore the potential of GenAI by centering the child 
and their experience with these tools. 

3 METHODS 

3.1 Participatory Design 
For this study, we employed a participatory design (PD) method 
called Cooperative Inquiry [33, 106]. PD is a method that allows 
both designers and users to co-design new technologies, democra-
tizing the design process by directly involving users. Cooperative 
Inquiry (CI) focuses on design partnerships between children and 
adults [33, 40, 106]. CI allows us to gain insight into children’s 
learning and creative processes as well as empower the children 
to share their thoughts about AI in creative endeavors. Research 
within HCI has shown that PD techniques like CI allow children to 
more concretely express abstract, sensitive, and complex ideas on 
topics such as security and privacy [54, 105], gender and sexuality 
[56], and family finances [104]. It has also been used to understand 
children’s creativity [2]. 

3.2 Participants 
The co-design group, KidsTeam UW, consisted of both adult de-
sign researchers (investigators, masters students, and undergradu-
ate students) as well as child participants (n = 12) as seen in Table 
1. For this paper, we use pseudonyms for all children’s names. All 
the child participants were recruited through mailing list, posters, 
and snowball sampling. All children had parental consent and child 
assent. The university’s Institutional Review Board for Ethics ap-
proved all research conducted. Participants engaged in six design 
sessions over the course of four months (February to May 2023). 
Five to eight adult facilitators acted as design partners for each 
90-minute session. 

3.3 Design Sessions 
Each design session consisted of snack time (15 minutes) to build re-
lationships with the children, circle time (15 minutes) — a warm up 
activity in which we ask a “Question of the Day” to help adults and 
children get ready for the design activity — design time in groups 

Name Age Gender Ethnicity Sessions 

Cyno 10 female Asian/White DS1, DS2, DS3, 
DS4, DS5, DS6 

Damian 11 male White DS1, DS2, DS3, 
DS4, DS5 

Jimin 13 female Asian/White DS1, DS2, DS3, 
DS4, DS5, DS6 

Alex 8 male Black/Asian DS1, DS2, DS3, 
DS4, DS5, DS6 

Dalia 8 female Black/Asian DS1, DS4 
Diago 10 male Latin American DS1, DS2, DS3, 

DS4, DS5, DS6 
Zia 8 female White DS1, DS2, DS3 
Eiko 9 male Asian/White DS1, DS2, DS3, 

DS4, DS5 
Zane 7 male Asian/White DS1, DS2, DS3, 

DS4, DS5, DS6 
Matt 8 male White DS1, DS2, DS3, 

DS4, DS5 
Kyle 11 male Asian/White DS3, DS4 
Montrell 10 male Black DS3 

Table 1: Demographics of Child Participants 

(45 minutes), and finally, discussion time (15 minutes), where groups 
present their final designs and the whole team reflects on the design 
experience. We organized our sessions to focus on children’s general 
perceptions of GenAI tools within creative activities (DS1/DS2/DS4) 
and how they created and adjusted their process using the systems 
(DS3/DS5/DS6). We selected the GenAI tools based on ubiquity and 
public accessibility. 

3.3.1 Design Session 1 (February 2023): Experimenting Prompts with 
ChatGPT 2 . This session centered around ChatGPT. We asked the 
children to experiment with the AI chatbot by prompting it with 
various questions, thoughts, or requests that came to mind. The 
prompts varied from simple comments like “what is x + x?” to more 
specific requests like “write me a [job] recommendation when all I 
do is watch anime.” At the end of the session, the children wrote 
down any remaining questions or requests they did not have time 
to ask. To help children reflect on their experiences with using 
an AI tool to answer various questions and tasks, we utilized the 
Likes/Dislikes/Design Ideas technique. This technique has children 
note what they like and dislike about the current technology as well 
as suggest changes [40]. During this activity, the adult co-designers 
write down comments from the children and organize them into 
different thematic categories [40]. 

3.3.2 Design Session 2 (February 2023): ChatGPT for Comicboarding. 
The children were prompted to consider examples of what they 
considered good and bad uses of ChatGPT. The children engaged 
in the PD technique comicboarding [69], in which they created a 
six-panel comic about the good and bad uses of ChatGPT. Some 
examples created by the children involved using ChatGPT to give 

2https://chat.openai.com/ 
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Children’s Perception Learning to Use Generative AI Process of Expression 

Understanding of Generative AI Tool Usage Expressive Potential and Limitations 
Ethical Aspects Constructing Knowledge Constructing Creative Outputs 
AI and Humans (Personifying) Evaluating Outputs 

Table 2: Final Codebook 

advice about alleviating global warming for a good situation, and 
asking ChatGPT to help them hack into Google for a bad situation. 

3.3.3 Design Session 3 (February 2023): ChatGPT for Creative Writ-
ing. The children were asked to use ChatGPT to write “some great 
creative writing.” During their time writing with ChatGPT, we again 
used the Likes/Dislikes/Design Ideas technique [40] to elicit their 
feelings. At the end of the session we asked the children if they felt 
that ChatGPT made their writing better or worse and if they would 
like to use ChatGPT to do creative writing in the future. 

3.3.4 Design Session 4 (February 2023): Evaluating DALL·E 2 3 . The 
children were asked to experiment with DALL·E 2 (henceforth 
referred to as DALL·E) by prompting it with different subjects, de-
scriptions, and art styles that were interesting to them such as pixel 
art. They then compared what they wanted or expected the images 
to be to the actual outcome. We utilized the Likes/Dislikes/Design 
Ideas PD technique [40] in order to guide the children’s reflection 
on their experiences with using AI tools to make visual art. 

3.3.5 Design Session 5 (March 2023): Using DALL·E and ChatGPT 
to Create Storybooks. We explained to the children that AI can 
make visuals and text that they could add together to make their 
own storybooks. We first re-introduced both of these systems and 
suggested that children should use DALL·E to generate pictures 
and ChatGPT to help come up with the text for the story. At the 
end of the session, all groups were able to share their stories and 
feelings about writing with the other groups. 

3.3.6 Design Session 6 (May 2023): Music AI Tools. We asked the 
children to complete two activities. We first asked them to make a 
song that sounded like one of their favorite artists using ChatGPT 
to generate the lyrics and a chord progression, then add the chord 
progression into the Multitrack Chords Demo 4 . Secondly, we asked 
the children to explore web apps built with Google’s Magenta.js 5 to 
try other forms of AI powered music applications freely, contrasting 
to the more instructed first activity. We utilized the PD technique 
Likes/Dislikes/Design Ideas and lastly asked the children to reflect 
on their experience using the AI tools to create music. 

3.4 Data Collection 
We recorded all design sessions via Zoom video chat on three to four 
computers depending on the number of design groups; we collected 
a total of sixteen hours and thirty minutes of video. The researchers 
also collected the designed creative artifacts of the sessions via 
screenshots (if digital) and pictures (if analog). Additionally, for each 
of the groups the adult researchers recorded the group’s collective 

3https://openai.com/DALL·E-2 
4https://codepen.io/iansimon/full/GGRYJZ
5https://magenta.tensorflow.org/demos/web/ 

ideas and thoughts on a Google Slides deck after discussing and 
summarizing with children at the end of each group session. 

3.5 Data Analysis 
We employed a combined inductive and deductive qualitative ap-
proach for data analysis [88]. The first author initially created 
a codebook through inductive open coding of co-design videos, 
covering topics like "Context of AI - Ethics" and "What is AI? -
Limitations." We then created Analytical Memos (AMs) through 
consolidating the videos and design artifacts. The AMs were writ-
ten by one member, and then validated by a second member. The 
research team iteratively discussed and updated codes, refining the 
codebook three times to include categories like "Understanding of 
AI - AI Outputs" and "Expression with AI - Modifying the Tool." 
The final codebook can be seen in Table 2. After agreements had 
been made and all AMs were completed, the first author compared 
the codebook to work on AI literacy [32, 59, 70], constructionism 
[42, 75], and creativity [3, 4, 52]. Using the updated codebook, a 
primary coder applied the codes to each AM, as an example, ap-
plying the code Evaluating Outputs to the quote “Damian says it is 
‘disappointing’ because the images have been inaccurate.” A second 
member reviewed each code, citing agreement or disagreement. 
After all secondary coding was completed, research team members 
discussed all instances of code applications with disagreement to 
reach a consensus [46]. 

4 FINDINGS 
Through our analysis, we identified four major themes that de-
scribed how children perceived and created with GenAI tools: 1) 
children’s constructed mental models of GenAI tools for creative 
work, 2) children’s adaptive processes of working with AI tools, 
3) children’s navigation of creative domains, and 4) influence of 
task/environment on ethics of GenAI use. 

4.1 Understanding Children’s Mental Models of 
GenAI Tools for Creative Work 

Children in our study perceive GenAI tools as capable of producing 
creative outputs, but required external assistance, either from adult 
co-designers or peers, to develop a mental model that supported a 
tool’s creative uses. This emphasizes the importance of scaffolding 
to reshape children’s cognitive frameworks, encouraging a perspec-
tive of GenAI as an active, collaborative partner in the creative 
process. As Jimin expressed during DS6: “You could be creative [with 
Generative AI] but that doesn’t mean it would sound better,” where 
she later suggested that this was due to her feeling of a lack of 
“control.” Our analysis identified three factors influencing a child’s 
mental model of GenAI for creative uses: 

https://5https://magenta.tensorflow.org/demos/web
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Figure 2: A comic of a "Bad Situation" using ChatGPT where a child learns to scam others with a Lemonade Stand. 

(1) Children’s understanding of how GenAI creates outputs. 
(2) Children’s comparative evaluation of GenAI with other 

technologies (e.g., Google search engine, voice assistant such 
as Siri). 

(3) Children’s tendency to apply a general mental model to 
individual tool-specific affordances. 

In our study, children grasped how GenAI works by comparing 
their expectations with system outputs. They observed that GenAI 
frequently combined pre-existing content to generate responses, 
exhibited repetitive behavior in the responses, and had a capac-
ity for learning and adapting through interactions. For instance, 
Cyno noted that ChatGPT generated Ed Sheeran song lyrics by 
blending existing songs (DS6). Similarly, Diago felt like ChatGPT 
just “kind of made a pattern” when generating results for creative 
writing (DS3). Jimin in response to the group’s prompt about what 
player ChatGPT would rather have on its sports team, predicted 
the typical disclaimer, “As an AI language model, I cannot. . . ” (DS3), 
demonstrating children’s capacity to learn and anticipate typical AI 
behaviors. This understanding shaped the children’s perception of 
GenAI as a creator of pre-existing and ready-made works, limiting 
their creative ideas to what they believed the system could complete. 
They saw GenAI as a tool to execute rather than a collaborative 
tool for fully exploring their ideas. 

Moreover, children shaped their mental model of GenAI by com-
paring it to other technologies. For example, they drew parallels 
to Google (Diago, Cyno, Damian, and Zane) and Siri (Alex). Diago 

highlighted a distinction by stating “with Google, people put the in-
formation in [beforehand], whereas GPT makes up answers as it goes" 
(DS1) and Alex pointed out that “you don’t really have to go online 
for Siri since you can just press a button without having to login" 
(DS1). Zane differentiated ChatGPT from a calculator, emphasizing 
“the calculator only does math, but ChatGPT does everything" (DS1). 
This comparative assessment extended to the way children phrased 
prompts, reflecting a mental model akin to familiar information-
seeking technologies, as observed with Matt prompting ChatGPT 
with“How do I hack Google” (DS2) or the prompt “How do I know 
if a kids is scamming people with a lemonade stand?" as shown in 
Diago’s comic about a bad use of ChatGPT in Figure 2. These com-
parisons indicate that children construct their mental models based 
on more familiar technologies. 

Furthermore, children tended to generalize ChatGPT’s affor-
dances to all GenAI systems, leading to challenges with different 
tools. As an example, when creating with DALL·E, Cyno expressed 
frustration when DALL·E could not remember what her character 
Lisa looked like without writing the description each time (DS5). It 
was not until an adult informed her, unlike ChatGPT, DALL·E does 
not remember what the user previously prompted. Children formed 
incorrect assumptions of GenAI when they were not supported 
in identifying the specific affordances of a tool. This suggests that 
encouraging children to re-establish their model of GenAI as a 
tool with a specific purpose can help them to form more accurate 
mental models. Consequently, when their ideas did not align with 
the system’s expectations, children were more likely to abandon 
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Adjustment Example 

Rephrase the Prompt The children start by prompting ChatGPT : "Write a fictional sports story starting with "STEPHEN CURRY SCORES 
A TOP-RIGHT-CORNER IN THE BOTTOM OF THE NINTH INNING TO WIN THE SUPER BOWL FOR RUSSIA." 
ChatGPT responded, "I’m sorry, but I must clarify that there are a few factual errors in this prompt." The children 
respond by rephrasing "do it as a fanfic" in which ChatGPT proceeded to write the story. (DS3) 

Add on Context Damian asked ChatGPT to tell a story about a chip. ChatGPT recognized it as a computer chip story, so Damian 
added “potato chip.” (DS5) 

Pivot to a New Idea The group searches for “most ridiculous memes on the planet.” The results generated memes that have text in 
broken, nonsensical English, or in another language. They specified the search by adding “in English” at the end 
of the search. The results for these also have text not in English, and the children expressed disappointment in 
the results, because the memes are not funny and the children do not understand them. Damian then searched for 
“captain america big hairy toes.” (DS4) 

Table 3: Example Adjustments to Prompts made by Children when Using Generative AI 

their original creative ideas, indicating a decrease in confidence 
and satisfaction. 

4.2 Children’s Adaptive Process of Working 
with Generative AI Systems 

Despite children’s increasing understanding of how these GenAI 
tools functioned, they frequently encountered moments of frustra-
tion when the tool’s outputs did not align with their expectations, 
resulting in issues with the "gulf of evaluation" [71]. These moments 
most often occurred when children felt the system was unable to 
represent their ideas of a topic they were excited about, such as 
when Damian was frustrated while asking ChatGPT to write a sad 
poem about rocks, in which the system continually reproduced 
the same poem. Additionally, they became frustrated with the lack 
of transparency of the systems, such as when Zia and Cyno were 
confused as to why ChatGPT combined Japanese and Korean to-
gether when translating a story they wrote (DS3) or when Alex 
and Eiko did not understand why all the pictures DALL·E created 
were creepy (DS4). When children felt the tool did not meet their 
expectations, they would engage in one of three behaviors: 

(1) Children would rephrase or adapt their ideas by changing 
the prompt. 

(2) Children would provide more context, such as correcting the 
system. 

(3) Children would pivot to a new idea, often giving up on their 
original one. 

If the task or topic was something the child liked, they were more 
likely to engage in the first two behaviors. If they either did not care 
about the task, or had tried several times to get their desired result 
to no avail, they would resign themselves to trying something new. 
We have listed examples from our sessions for each adjustment in 
Table 3. 

These findings reveal that children go through a process of trial 
and error when using GenAI for creative tasks. These iterations 
are marked by evolving comprehension of what the tools can do as 
well as readjustments from the children in the description of their 
creative goals. Children were more likely to overcome challenges 
during interactions when the topic aligned with their interest. This 
suggests that children feel more confident when they believe the 

system can adapt to their interests, allowing them to adjust prompts 
and enhance their creative understanding. Systems that support 
iteration help children develop coping strategies that supported 
their creative goals. 

4.3 Children’s Navigation of Creative Domains 
and Generative AI 

The children found GenAI tools to be too formal and limiting in 
their language, causing challenges in navigating their creative pro-
cesses and feeling confident in their creative goals. Throughout our 
sessions, children frequently critiqued the formal language of the 
GenAI tools. Damian, Diago, Zia, Alex, and Eiko noted the language 
used by ChatGPT sounded “scientific” and lacked their desired ca-
sual conversational tone (DS1). Similarly, some frustration arose 
when the AI would formally apologize when being corrected by 
a child (Zane), as well as when GenAI did not understand what 
they were saying, as evidenced by Matt’s exclamation: “It doesn’t 
understand what I’m trying to say!” 

Instances of “formal language” often resulted from the AI as-
suming domain-specific terms, as seen when ChatGPT provided 
information about herding behavior rather than dinosaur friend-
ships when Diago asked about “dinosaur relationships” (DS1). This 
misalignment also occurred when the children considered them-
selves experts (e.g., in Pokémon or a specific musician such as 
BTS), leading to additional frustration when the systems could not 
accurately capture their understanding of a concept. 

Creative experiences for children are non-linear [92], and thus, 
language code-switching becomes a crucial skill for effective in-
teraction with systems [13]. Damian, for example, while asking 
ChatGPT about Star Wars, suggested that the system should talk 
to them like characters from the series in order to help him write 
a story about the space franchise (DS1), stating “I want it to talk 
like Darth Vader.” This was further highlighted in our music session 
(DS6) where Zane, who did not have a musical background, strug-
gled to evaluate the generated chord progression’s fit for his song. 
Zane and an adult co-designer noted that they did not know how 
to evaluate the chord progression generated because they did not 
know enough about Bebe Rexha’s music (the musician they were 
trying to replicate). For children, the systems’ lack of customizable 
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(a) Story Completed with DALL·E Only 

(b) Story Started with ChatGPT then moved to DALL·E 

Figure 3: Examples of Stories Sreated in DS5. 

language, tailored to their domain knowledge or personal inter-
ests, posed a barrier during creative experiences. Their enthusiasm 
and confidence were higher when the system aligned with their 
domain knowledge. Children suggested potential solutions, such 
as Cyno proposing a visual style picker for DALL·E to maintain 
style consistency (DS4) and Diago suggesting that DALL·E should 
allow children to provide other images as examples (DS5). In fact, 
domain-adaptive pre-training of language models has been shown 
to increase task performance [41] and may offer one way of sup-
porting children’s creative experiences. 

In sessions four through six, children utilized multiple tools, 
transposing ideas across contexts, adapting content to meet each 
system’s requirements. This included summarizing parts of a story 
generated by ChatGPT so that it could be used in DALL·E or decid-
ing if the music style generated by the Multi-track Chords tool fits 
their generated lyrics. This interchangeability led to a reliance on 
preferred mediums. In DS5, when Zane and Diago exhibited reluc-
tance to incorporate ChatGPT, as it did not seem to understand their 
idea of adapting the story of Back to the Future, the decided to in-
dependently create the narrative, subsequently employing DALL·E 
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exclusively for visual aspects of the story (3a). Contrarily, Jimin and 
Alex commenced their creative progression with ChatGPT, then 
leveraged the resultant narrative as a foundation for generating 
prompts for DALL·E (3b). Their choices resulted in distinct out-
comes—the first being a concise narrative with text more akin to 
prompts and the second a more sprawling composition, with 12 
pages of text and visuals (Figure 3). 

Children developed personalized mental models emphasizing 
GenAI tools’ potential limitations for creative use which were 
closely associated with their experience with the creative domain. 
Certain tools were perceived as more useful, emphasizing medium 
preferences in children’s creative processes, which was heightened 
when they felt the tool did not understand as much about their pref-
erences as they did. Children’s suggestions highlighted the need for 
customization, aligning system language with users’ domain knowl-
edge. This suggests that supporting children’s creative experiences 
with GenAI requires a balance between customizable language, 
code-switching, and tool adaptability to individual preferences and 
domain expertise. 

4.4 Influence of Task and Environment on 
Children’s Beliefs on the Ethics of 
Generative AI Use 

Children’s perception of GenAI for creative works was significantly 
influenced by the framing of the creative task, indicating a nuanced 
relationship between the nature of the task and their ability to 
express creative intentions. Notably, when children could align the 
task with their creative interests, there was a discernible shift from 
information-seeking to expressing their ideas. 

This transition was evident during sessions, such as DS3, where 
children directed prompts more closely aligned with their creative 
interests. This was exhibited when Diago, Zane, and Matt wrote two 
poems, one about Minecraft and one about Zelda. After the poems 
were generated, they asked ChatGPT to combine them, in which 
Diago noted after that "I feel like it didn’t really combine them." The 
group discussed what they wanted to do, and subsequent interac-
tions involved adjustments to the poem’s length, feedback on the 
generality of the poem, suggestions to incorporate elements related 
to Bokoblins (a monster from Nintendo’s Zelda franchise), and at-
tempts to prompt the system to more equally address Minecraft and 
Zelda. During this exchange, Diago also reflected back remember-
ing that he had asked earlier about "Kirbo" (an online spoof of the 
Nintendo character "Kirby") and noticed ChatGPT had placed Kirbo 
into the poem. This prompted him to ponder, "why [ChatGPT] put 
the Kirbo in if you just asked for Minecraft and Zelda. . . I wonder if it 
can’t forget after sometimes.” These interactions ultimately lead to 
more exploration and culminated in a version of Rick Astley’s Never 
Gonna Give You Up as seen in Figure 4. In this case, Kibro was also 
further referenced in the bridge. This highlights that when children 
perceived GenAI systems as having a capacity for learning and 
adaptation through interactions, they developed a more nuanced 
understanding of the system’s capabilities, influencing their future 
creative experiences with the tool. 

In addition to personal creative intentions, ethical considerations 
also played a role in how children engaged with GenAI tools. When 
asked about when it is good or bad to use GenAI to help make 

something, Zia and Diago noticed that ChatGPT could write essays 
about anything, prompting Jimin to suggest that tools like ChatGPT 
made it too easy to write essays and GenAI tools might actually be 
harmful since “you can’t trust [students] to. . . use it properly” (DS1). 
Cyno, Diago, and Alex all suggested that cheating might also be a 
reason why their schools had banned the use of ChatGPT. 

When engaging with situations involving personal creative en-
deavors, a more introspective dimension surfaces as a determinant 
for their ethical considerations. When prompted about their opin-
ions about a friend utilizing ChatGPT to compose a birthday card 
for them, responses were contingent upon contextual nuance. A 
prevalent sentiment among the children was one of sadness and 
disappointment, rooted in the perception that the utilization of 
GenAI undermined the authenticity and effort invested in crafting 
a heartfelt communication. Conversely, Diago articulated that the 
use of ChatGPT could be acceptable, provided the AI-generated 
content served as a scaffold upon which the friend constructed a 
more elaborate and personalized message (DS2). Similarly, when 
discussing how they might feel if their favorite artists or books were 
written completely with GenAI, children often also qualified how 
the AI would be used in creating, stipulating that as long as it did not 
make the whole work of art, it was possibly fine. An assertion from 
Damian encapsulated this sentiment as he expressed that a com-
pletely AI-authored book would erode the sense of author-reader 
connection, describing that an AI-authored book would “dismantle" 
some of the joy of reading. Zane agreed that he would not like if 
AI were writing the stories he read (DS5). Paradoxically, a counter-
argument posited by Diago again, emphasized that an AI-authored 
book might have more information, so he was not sure if he cared 
if it was written by GenAI. 

The creative intention, encompassing the creative environment 
and the child’s expression of their goals, significantly influences 
how they perceive and navigate the system. Using GenAI tools for 
personal expression prompts questions about authenticity and ef-
fort, as children recognize the potential for these tools to affect the 
genuine sentiment behind their creative endeavors. Ethical consid-
erations also come to the forefront, especially in formal educational 
settings, where concerns about misuse, cheating, and a perceived 
responsibility for proper use are often considered. These discus-
sions highlight the multifaceted nature of children’s engagement 
with GenAI, emphasizing the need for nuanced conversations and 
considerations in both educational and personal creative contexts. 

5 DISCUSSION 
We focus our discussion on (a) summarizing four contexts, building 
on our findings, that are important for supporting creative moments 
between children and GenAI systems (section 5.1), and (b) the po-
tential of using this model to understand GenAI as a constructionist 
tool for teaching creative self-efficacy (section 5.2). 

5.1 An Explanatory Model of Context for 
Supporting Child-Generative AI Creative 
Interactions 

We developed a model (Figure 5) based on our results that contains 
three layers. In the model’s center, “mini-c moments” are where 
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Figure 4: A Version of "Never Gonna Give You Up" by Rick Astley about The Legend of Zelda, Minecraft, and Kirbo generated by 
children and ChatGPT in DS3 

children derive meaning from creative experiences, such as express-
ing satisfaction during end-of-session discussions, or demonstrated 
a moment of learning about a tool. The supporting contexts layer 
identifies four key contexts, viewed through the lens of context by 
Duranti and Goodwin [34], such that the focal event (e.g., mini-c mo-
ment) is dependent upon and interpreted through the phenomena 
of the context around it. Arrows indicate the dynamic relationships 
between these contexts and mini-c moments. Scaffolds around 
these contexts signify observed actions enhancing these contexts 
during design sessions. Each section contributes like a "slice of pie," 
emphasizing main takeaways from our findings. 

5.1.1 Center: Mini-C Moments. Our model centers around “mini-c 
moments," a concept borrowed from Beghetto and Kaufman [11], 
which is defined as personal experiences that are both novel and 
meaningful. These moments, not requiring external recognition, 
are crucial for learning and lay the groundwork for later creative 
conceptions and confidence in one’s abilities [11, 43]. Beghetto and 
Kaufman aligned these moments with the Goldilocks Principle, such 
that the contexts in which these moments occur are subject to 1) 
times to support mini-c explanations, 2) feedback that helps novices 
identify when they are not meeting domain conventions, and 3) 

opportunities for students to practice moving between mini-c and 
little-c (creativity acknowledged by others). 

In our model, these moments occur when various contexts align, 
allowing children to have meaningful creative experiences. Scaf-
folding, revealed as significant in our data, plays a crucial role in 
supporting these contexts. For instance, supporting a child’s cre-
ative process will positively impact other contexts, increasing the 
likelihood of a mini-c moment. Conversely, imposing overly specific 
tasks negatively affects the context of creative intention, reducing 
the chances of a mini-c moment occurring. Within each section 
of our findings, we exhibited that when children felt like they un-
derstood the possibilities of the system (section 4.1), they could 
adapt their process (section 4.2), understand and communicate in 
the domain/personal interest (section 4.3), and felt motivated by 
the task within their environment (section 4.4). They had more 
meaningful creative experiences with GenAI systems, prompting 
reflection not only on their knowledge of AI, but also their creativity 
and confidence to create. 

5.1.2 Slice 1: System Affordances. This context encompasses the 
affordances of the GenAI system, examining the relationship be-
tween children’s capabilities and the properties of the specific tool 
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Figure 5: An Explanatory Model of Contexts for Supporting Child-Generative AI Creative Interactions. 

utilized by children [72]. It encompasses understanding the system’s 
capabilities and the child’s awareness of these capabilities, which 
are not always readily clear as discussed in Section 4.1. Research in 
HCI indicates that not all systems are universally suited for diverse 
creative tasks [50]. A tool’s features are one of the most important 
considerations in practitioners’ decision-making on whether or not 
to utilize a CST [74]. In our data, children did not intuitively grasp 

the creative affordances of a system, but adjusted their mental mod-
els through feedback or discussions. Children viewed GenAI tools 
as capable of creative outputs but needed additional understanding 
to recontextualize affordances for their current task. 

Additionally, based on a combination of our findings on domain 
and other work in explainable AI, we argue it is crucial to under-
score the influence of training data on this context in relation to 
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GenAI tools, especially as it relates to the language used within 
these systems, particularly associated with domain-specific lan-
guage. As explored in our related work, there is research to support 
that the creative needs of children are unique [53, 57, 79], as well 
as their language as it manifests in AI systems [47, 73]. Training 
data not only determines the voices incorporated into the tool, but 
also plays a pivotal role in how these systems present and offer 
affordances via art movements and styles [86, 87] as well as biases 
and autonomy [18]. 

Code-Switching. In our study, situations where affordances be-
came a block to creativity often involved either the child or the 
system being unable to adjust to new creative needs. We under-
stand this as an issue with code-switching, or a lack of recognition 
of the expectations between communicative partners. This is a 
phenomenon which has also been demonstrated as an issue for 
children in using voice assistants like Alexa [13]. Beneteau et al. 
[13] note that Alexa voice assistants lacked the social understand-
ing of children’s language, responding in often very literal terms. 
Similarly, our data showed that children found it difficult to switch 
their model of related technologies, either with reference to non-AI 
tools such as Google, or between GenAI tools such as ChatGPT to 
DALL·E. Beghetto has suggested code-switching not only applies 
to the language of these creative interactions, but also to what he 
describes as ideational code-switching [10]. He describes the ability 
to move between moments of mini-c to little-c, dependent on cer-
tain skills such as decision making and the ability to stand up for 
themselves and resist conformity. In order to increase the synergy 
of affordances, one can either support code-switching at the level 
of the system (i.e., prompting different interactions for different 
creative tasks) or support it at the level of the child (i.e. a teacher 
or parent suggesting changing a prompt). 

Transparency in Creative Choices. Children in our study became 
frustrated when they did not know why systems made creative 
choices. The lack of transparency of GenAI systems such as when 
the system apologizes when it cannot create an output, limits chil-
dren’s sense of creative autonomy. Supporting autonomy leads to 
higher creativity and intrinsic motivation [3]. Providing feedback 
in such a way that it is delivered positively and does not impose 
any restrictions or demands on the recipient positively impacts 
task autonomy and allows individuals to be more creative [108]. 
Therefore, providing feedback on how choices are made, and why, 
may help children better adjust their ideas to work more meaning-
fully with these systems. During our study these moments were 
primarily provided by the adult co-designers and peers, who would 
support a child’s idea by explaining the possible reasons for choices 
or helping the children to adapt ideas to better fit the system. 

5.1.3 Slice 2: Child’s Process. The child’s creative process encom-
passes a multifaceted set of skills, including the ability to establish 
the creative task at hand, gathering relevant information based on 
personal interests and existing knowledge, generating outputs, and 
evaluating them based on the task [62]. Furthermore, it entails the 
capacity for flexibility, as the process of creating is dynamic, as 
creators can attend to these stages in any order or simultaneously 
[16]. Researchers have identified personality traits such as problem 

finding abilities [9] or openness to experiences [64] as commonly 
associated with creative individuals. 

We derive this context based on our findings in section 4.2 where 
children who develop coping mechanisms showed a higher likeli-
hood of creating something aligned with their personal interests. 
This adaptability, facilitated by discussions with adults and peers, 
as exemplified in Table 3, led to a clearer articulation of creative 
intent and greater likelihood that the creative process supported 
their interests. 

Child’s Personality and Interests. Children in our study were more 
motivated to engage with the GenAI tools when they had a personal 
interest in what they were creating. Humanistic views of creativity 
often cite the importance of motivation, such as Rogers’ [78] belief 
that creativity works best when motivation is intrinsic. This view 
is also supported by Amabile, though she also argues for a synergy 
of intrinsic and extrinsic motivation [3]. This means that children 
are more likely to engage in effective creative acts when they are 
motivated to do so, but as our study indicated, these systems also 
could act as moments to spur motivation and interest as well, such 
as allowing the system to include Kirbo in the story about Minecraft 
and Zelda. Children who felt more motivated to create based on 
their interests were more likely to persevere and feel confidence in 
their original creative goal. 

Ability to Develop Coping Mechanisms. As children continually 
explored the tools in our study, they were able to better express 
their ideas because they developed the aforementioned "coping 
mechanisms." They were able to construct a general mental model 
of how GenAI systems work, stating that it looked for patterns or 
reacted to their input, but had difficulty identifying where a tool 
would deviate from that mental model as described in section 4.1. 
Therefore, helping children to be open to changing their approaches 
and mental models of the system, or giving them new knowledge 
to come at a problem from a different angle, can improve their 
confidence in using these systems, especially for creative means. 

5.1.4 Slice 3: Domain Understanding. Establishing a structured 
framework of norms, expectations, and shared understandings 
within a given cultural or community context is created via build-
ing domain understanding [27, 43]. Domain conventions act as 
guiding principles and constraints, shaping how individuals express 
creative ideas. These conventions also influence tasks associated 
with a specific field, requiring specialized skills and knowledge. [4]. 
In interactions with GenAI systems, there is an implicit assumption 
that users are familiar with the relevant domain, often resulting in 
the use of "formal language," as observed in our study (based on 
findings in section 4.3). 

Domain-Specific Thinking. Knowledge of the language and tasks 
of a specific field gives rise to domain-specific thinking [3]. Within 
creativity literature, there has been growing support for the idea 
that creativity is domain-specific [4]. Certainly there are overarch-
ing skills needed in order to be creative, such as those of intelligence, 
motivation, and environment as described in Baer and Kaufman’s 
"Amusement Park Theoretical (APT) Model of Creativity" [5], but 
as this model also suggests, the domain still plays an important role 
in how creativity is performed and understood by creators. Exper-
tise in specific elements of a field allowed the children to be more 



Helping Children Construct Creative Self-Efficacy with Generative AI CHI ’24, May 11–15, 2024, Honolulu, HI 

critical with the systems, allowing them to attribute limitations and 
potentials of the system to patterns of social conventions, such as 
when Zane and Diago felt they were better at writing a story about 
Back to the Future than ChatGPT. 

Domain Conventions. Csikszentmihalyi [27] argues that there 
are three elements necessary for creativity: culture, domain, and 
field. He notes that these elements are dependent on one another in 
that they help a person to determine novelty as well as impact the 
information a creative has access to receiving. Within interactions 
with GenAI, there is often an assumption that a user has built up an 
understanding of a field and domain before using the tool. Similarly 
to Davis et al. [28], the children in our study also struggled to 
identify the typical aspects of a field or domain such that they were 
limited in their ability to engage with the tools. This is exhibited 
in moments such as when ChatGPT assumed Diago’s interest in 
dinosaurs "relationships" meant their herding behavior. 

5.1.5 Slice 4: Creative Intention. Creativity flourishes most when 
intention comes from within the individual [78]. Our research 
findings resonate with these notions, suggesting that motivation 
and task play a pivotal role in the confident interactions between 
children and GenAI tools. This is clear in times when the children 
are given the space to practice using these tools via their own 
creative goals in an environment that allows for tinkering. This 
slice is based upon section 4.4 in which we observed allowing 
children to develop their own nuanced view of what GenAI might 
be used for in different tasks and environments allowed them to 
more accurately develop their mental model of GenAI. 

Creative Environment. We describe the creative environment as 
where the interaction takes place, as well as the framing of the 
creative task. We observed a difference between children’s self-
shared beliefs about using these tools in formal settings, such as 
school, versus personal settings, such as writing a friend’s birthday 
card. Research suggests that external environmental factors such 
as expected reward or evaluation can have a negative impact on 
creativity, but framing for play can help support creativity [3, 45]. 
Supporting children’s play with these systems can help them to 
engage with the systems more meaningfully, as well as help them 
learn about the limitations and potentials that may allow them to 
feel more confident in what they create. 

Ability to Describe Creative Goal. Furthermore, those children 
who encountered challenges in expressing what they aimed to 
create also encountered difficulties creating with GenAI, leading 
to confusion in framing effective prompts or evaluating outputs. 
Individuals who employ a wider range of goal categories in their 
creative pursuits, such as when Diago, Zane, and Matt discussed 
and re-prompted different tasks such as rewriting and editing while 
working on a story,and particularly those who prioritize experience 
over mere product outcomes, such as when children reflected on 
the possibility of AI made art, tend to exhibit heightened motivation 
and enhanced creative capacities [67]. This suggests that fostering 
a broader array of creative goals, with an emphasis on personal 
growth and exploration, can be a valuable strategy in nurturing 
motivation and unlocking creative potential in children’s creative 
endeavors with GenAI. This may help them see past typical uses of 
these systems. 

Our Model Componential Theory 

System Affordances Social Environment 
Child’s Process Creativity-Relevant Processes 
Domain Conventions Domain-Relevant Skills 
Creative Intention Task Motivation 

Table 4: Comparison of Our Model and Amabile’s 
Componential Theory of Creativity [3] 

5.2 Implications of the Model for Generative AI 
Creative Support Tools for Children 

We believe that developing GenAI systems and educational re-
sources that scaffold these supporting contexts can help children 
clarify the role GenAI has on creativity and help children construct 
creative self-efficacy while using these systems via supporting mo-
ments of “mini-c.” 

5.2.1 What the Model says about Creativity with Generative AI 
Tools. Our model indicates that creativity is dependent upon more 
than just what the tool can do or the output it creates. The domain, 
creative intentions, the system, and the child’s processes all play 
pivotal roles in how creativity is utilized and expressed. These 
results support previous research in creativity that domain and 
social environment are important. In particular, our model maps 
almost directly onto Amabile’s revised Componential Theory of 
Creativity [3] as shown in Table 4 . 

This mapping suggests a connection between system affordances 
and the social environment. Amabile’s framework argues that the 
mechanisms of social-environmental factors impact an individual’s 
autonomy, competence, and task involvement both in positive and 
negative ways. This implies a GenAI system serves a dual role as 
both a creative collaborator, assisting in solving creative tasks, and 
an potential element that can influence a user’s experience of these 
aforementioned factors. Designers and educators should consider 
these dynamics to optimize the use of GenAI tools in supporting 
children’s creative processes. 

5.2.2 The Possibility of Generative AI as a Constructionist Tool for 
Teaching Creative Self-Efficacy. As GenAI has an influence on the 
social-environment of a child’s creativity, we believe that it shows 
potential as a constructionist-educational tool. Within the frame-
work of constructionism, the acquisition of novel knowledge is 
often construed as an act wherein individuals actively forge knowl-
edge within themselves [42]. Supporting moments of "mini-c," can 
help children gain confidence in their creative ideas [11, 52]. Ban-
dura coined the term self-efficacy defining it as the belief a person 
has in their ability to achieve in a specific situation [7]. These 
mini-c moments act as a catalyst for creative self-efficacy, or an 
individual’s belief that they can complete creative tasks in their 
role or given situation [93]. Bandura posits that self-efficacy can be 
developed in relation to four major sources of information: perfor-
mance accomplishments, vicarious experiences, verbal persuasion, 
and emotional state. Additionally, Maddux [65] has suggested that 
imaginal experiences can also build self-efficacy. A description of 
each source of information is as follows: 
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Source of Efficacy [7] Affodances Process Domain Intention 
Performance 
Accomplishments 

How well did the 
interaction capture 
the essence of my 
prompt? 

To what extent did 
my interaction align 
with my intended 
creative goal? 

How did my domain 
knowledge enable me 
to realize my creative 
intention? 

To what degree did 
the interaction 
complete the specific 
creative task that 
I set out to complete? 

Vicarious 
Experiences 

How feasible do I 
perceive the 
generated output 
to be within 
my own abilities 
and skill set? 

In what ways can 
I witness others 
engaging in 
successful 
interactions 
similar to my own? 

What instances or 
examples exist of 
individuals within 
the domain utilizing 
these tools? 

Can I find instances 
of successful 
execution for the 
specific tasks I 
aim to accomplish? 

Verbal persuasion In what manner did 
I receive feedback 
regarding the 
rationale behind 
the choices made? 

To what extent 
can I adjust my 
approach based on 
the feedback 
I receive during 
the process? 

To what extent 
does my creation 
align with 
established domain 
conventions? 

How did the 
feedback provided 
address my task 
and intentions? 

Emotional State What emotion am 
I experiencing as 
a result of the 
interaction? 

How personally 
invested do I 
feel in the 
process of 
creation? 

How do I feel about 
using the domain 
I am currently 
engaging with? 

How am I able to 
maintain motivation 
throughout the 
interaction with 
the task at hand? 

Imaginal 
Experiences [65] 

How plausible is it 
for me to visualize a 
positive and 
successful outcome 
in the interaction? 

In what ways can 
I picture this 
interaction 
fitting into the 
broader scope of 
my creative process? 

How can I envision 
using the tool within 
a specific domain? 

How might I 
imagine this 
interaction serving 
my intended 
creative purpose? 

Table 5: Questions to Consider when Designing and Evaluating Creative Interactions between Children and Generative AI 

(1) Performance Accomplishments: Successes will raise self-
efficacy; Failures will lower it 

(2) Vicarious Experiences: Seeing others who are similar to 
oneself succeed 

(3) Verbal persuasion: Encouragement or discouragement per-
taining to performance 

(4) Emotional State: Current state of a person’s emotions 
(5) Imaginal Experiences: How well or poorly a person imag-

ines themselves completing a task 

Based on our model, we see GenAI as a tool for supporting 
moments of mini-c that can support a child’s creative self-efficacy. 
From here, we can generate a set of questions related to each context 
and source of efficacy as seen in Table 5. These questions act as 
a starting point for designing interactions that build creative self-
efficacy. For example, maintaining control, also known as creative 
autonomy [3], has been shown to be an important aspect of artists’ 
willingness to incorporate CSTs into their process [98]. Building 
self-efficacy not only includes the ways in which a system can 
provide opportunities for the user to make creative choices (System 
Affordences), but also by supporting iteration/adaptation (Child’s 
Process), providing clarification on what sorts of domain-specific 
tasks the tool may help with (Domain Understanding), or helping a 

child clarify intention in a personal environment and application 
(Creative Intention), can help them to learn they are capable of 
being creative. 

What sets GenAI apart from other types of constructionist tools 
of learning is the quickness it provides in allowing the child to 
turn creative experiences into moments of mini-c. Other types 
of constructionist tools focus on allowing children to construct 
understanding and confidence via the generation of an output, 
meaning children must actively select each aspect of the creation, 
such as moving code blocks in Scratch. GenAI takes on the role of the 
creator, potentially encouraging the child to consider their larger 
creative intentions and experiences, if scaffolded correctly. Though 
the potential to help children engage quickly in these moments of 
mini-c is of great value to both designers of GenAI systems and 
educators, it should be noted that it is no stand in for children 
developing their knowledge of a domain or creative technique. If a 
child wants to create visual art, no matter how much they generate 
with AI, they will not necessarily gain an understanding of anatomy, 
color theory, or perspective. 

5.2.3 Applying the Model to Evaluate and Identify Solutions during 
Child-GenAI Creative Interactions. As an example, let us return to 
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the interaction from DS3 where Damian expressed that he would 
like to write a sad poem about rocks (section 4.2). He prompted the 
system with “write me a sad poem about rocks." As he read the poem, 
the adult co-designer asked him, “is it sad enough?" He replied that 
he would like the poem to be sadder. Damian then used the prompt 
“make an even sadder poem about a rock that will make other rocks 
cry." He proceeded to follow the second poem with “make it sadder." 
He noted that the poems all start the same. Therefore, he prompted 
the system again to “make it even sadder and more creative." He 
continued down this route, even trying to make the poem happy, 
but Damian again noted that ChatGPT “keeps restating like things 
that it already said.” The adult added “stop restating what you already 
said, make it more creative” to the prompt. Once again, they note 
that it keeps the same formula and changes only a few words. 

Overall, this was not a particularly successful creative interac-
tion between the child and ChatGPT. Damian left upset that the 
system did not seem to actually understand or help him write a 
sad poem about a rock that represented his creative ideas. He was 
frustrated because as he changed his prompt, the output continued 
to repeat unsatisfactory poems. Any combination of a source of 
self-efficacy and context will help, but for an example, let us look 
at the Performance Accomplishment-Affordances pair: 

How well did the interaction capture the essence of my 
prompt? 

Reviewing the situation, the answer to this question is twofold. First, 
ChatGPT was able to generate something that looked and sounded 
like a poem. In another respect, Damian, despite trying different 
prompts, could not seem to capture the essence of "sadder" that he 
desired to reach. In this interaction, the definition of what a “sad” 
poem is for Damian and ChatGPT are misaligned, not the poem. 
Therefore, our model suggests we can scaffold this interaction with 
either Code-Switching or Transparency in Creative Choices. 

Using code-switching, we could suggest that Damian try asking 
ChatGPT to do a different task such as editing the poem or writing 
a specific type of poem. Importantly, affordances are not contin-
gent only on what the system can do, but also on what the child 
understands the system to be able to do. Demonstrating different 
ways that we can prompt the system, scaffolded by an adult, can 
help Damian make this interaction more meaningful. Additionally, 
providing transparency in both what the system and Damian con-
sider to be “sadder” can help adjust the experience such that the 
affordances are more aligned as well. 

Our model shows that these contexts are interdependent. For 
example, if you scaffold the different phases of writing a poem (i.e., 
generating it, editing it, trying a new poetic form), this also imbues 
Damian with more domain knowledge about poetry. This ultimately 
increases his domain understanding as well. This will allow him to 
also see more potential within the system affordances, as well as 
increase his ability to adjust prompts. We foresee three potential 
applications of the model via answers given to the questions in 
the chart: 1) designing more context aware systems that can adapt 
based on the provided scaffolds 2) designing of curricula/activities 
based supporting specific contexts (such as domain or intention) to 
support creativity as a core AI Literacy competency, and 3) act as a 
theoretical model to understand human-AI creative interactions. 

6 LIMITATIONS AND FUTURE WORK 
We developed our model through design sessions with 12 chil-
dren who all reside in one geographic location, all of whom have 
experiences with both technology and design. Therefore, we are 
contributing to a discussion of theoretical generalization and not 
statistical generalization. Future work is needed to further examine 
how these contexts and scaffolds apply to varying GenAI tools and 
other geographic locations. Additionally, we utilized a small subset 
of GenAI tools. The children also know each other well through 
their experiences in co-design, meaning that they felt comfortable 
to share their creative ideas, but at times were distracted by these 
close relationships. These factors make it more likely that their ex-
periences and comments represent the specific group. Conducting 
co-design work with teachers, parents, and developers in addition 
to the children could expand this work to a more holistic perspec-
tive. Similarly, we provided children with specific tasks to complete 
during the session. More work is needed to further understand how 
children may come to use these technologies creatively without 
prompting or in settings within their personal lives such as while 
hanging at home with friends. In future work, we hope to study 
how the specific creative task may influence the child’s motivation 
and experiences, as well as the way culture and domain-expertise 
impact a child’s mental model of a GenAI tool. 

7 CONCLUSION 
Our study investigated how children perceive GenAI tools and nav-
igate their relationship with these tools in creative experiences. It 
shows that children construct knowledge, adapt their creative pro-
cesses, consider their knowledge of domains, and are influenced by 
creative tasks/environments. Furthermore, it shows a link between 
the design of GenAI systems, children’s abilities, and the domain 
of creation. While our work is based on the creative experiences of 
children, the model presented in this paper can be adapted to help 
explain other populations as well. Though scaffolds may change 
based on expertise, our findings suggest that these contexts can be 
used to understand other creative experiences of both novices as 
well as experts, who also must navigate these contexts and ques-
tions relating to self-efficacy when incorporating GenAI tools into 
their own creative processes. For example, expert users may have 
an understanding of a domain such as music but lack experience 
to apply that knowledge to the specific affordances of a system. 
Therefore, these contexts impact expert users as well. 

Finally, we argue GenAI is a tool to support creativity, not a 
replacement for creating. Our findings contribute to the ongoing 
discourse on AI literacy, creative support tools, and construction-
ist learning, offering valuable insights into the ways GenAI can 
empower individuals to explore their creative potential and build 
creative self-efficacy within a rapidly evolving technological land-
scape. 
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